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Abstract

This paper studies the size and location of urban green areas across city spaces.
Urban green areas offer amenities that affect residential choices, land consumption and
land rent. This paper discusses the socially optimal sizes and locations of urban green
areas within a city and their decentralized allocation through land markets. The main
result is that the share of land dedicated to urban green areas is a concave function
of the distance to the city center. This result is confirmed by the empirical study of
urban structures in the 305 largest EU cities. The importance of urban green areas
is finally assessed by a counterfactual analysis, where 50% of urban green areas are

removed in each city.
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1 Introduction

Urban green areas play a crucial role in the debate on sustainable cities. They are an impor-
tant part of any urban area whose quality and quantity are prime concerns for environmental
sustainability. Recent research has confirmed the relationship between urban parks and the
well-being of city’s residents. Brack (2002) and Strohback et al. (2012) find a strong influ-
ence of urban natural ecosystems in reducing air and noise pollution and C'O, absorption
in Australia and Germany. Heidt and Neef (2008) suggest economic benefits by showing a
significant increase in the nearby property values. Access to nearby urban parks helps reduce
stress and improve psychological well-being! and increasing physical activities.?

In this paper, we study the geographical distribution of green urban areas in cities and
compare our theoretical results with empirical observations of green urban areas. More
precisely, we study the optimal level of green urban areas in urban spaces. Because green
urban areas are land-intensive and offer very localized amenities, we find that the relationship
between the share of surface devoted to green urban areas is a concave function of the
distance to the city center. On the one hand, the opportunity cost of land is too expensive
in the city center for the planner to implement many green areas there. On the other hand,
residents are too sparse at the city edges to give planners the incentives to invest in such
very localized amenities. We confirm our results using the European Environment Agency’s
Urban Atlas data on the land use of 305 EU cities with more than 100,000 inhabitants. These
data describe land use and cover across Europe using harmonized Earth Observations (EOs),
which are combined with Eurostat Urban Audit statistical data. The data represent a unique
source of reliable and comparable European urban planning data. As far as we know, this
is the first paper that uses both a theoretical model and empirical estimation of European
urban land use. This result is robust to many variations of the land use specifications, city
structure specifications, and city and country characteristics.

We further estimate residential land use and use the estimated parameters to study the
value of green urban areas. To assess the value of green urban areas, we study counterfactual
exercises, where fifty percent of urban green areas are removed. We show that open cities lose
more than 6% of their population if those areas are left unused. The total loss for landlords
is approximately €150 million per city if green areas are not converted into residential land.

Converting those urban green areas into residential land, however, would increase residential

1See Ernstson (2012), Woo et al. (2009), Chiesura, A. (2004), IFPRA (2013)
2See Cohen at al. (2006, 2007) and Evenson et al. (2013)



surfaces and increase the total housing market value by approximately €50 million. In closed
cities, residents lose utility, which can be restored by a subsidy of nearly one-tenth of their
net income. This exercise, based on a dramatic decline in green urban areas, suggests that
those areas provide highly valuable amenities to residents. Furthermore, our approach allows
us to quantify the impact of green areas across cities with various incomes and population
sizes and across locations within cities. To our knowledge, this paper is the first urban

economics contribution that quantifies the welfare value of green urban areas.

Our contribution relates to several strands of the economics literature. First, green urban
areas share the nature of a local public good. Since Tiebout (1956), economists have dis-
cussed the issue of resident mobility and democratic decision over local public goods (voting
with feet). Fujita (1986), Cremer et al. (1986) and Sakashita (1987) discuss the problem
of the optimal location of local public goods and find that local public goods should spread
to equidistant locations. Berliant et al. (2006) endogenize the public good provision and
location in cities where households have inelastic land use. Optimal public good providers
are found again to be equidistant and to serve basins of residents of the same size. Yet, in
contrast to this paper, those studies are conducted under the assumption of no land use in
the production of local public goods and/or no endogenous choice of residential land plots.
Because green urban areas are rather land-intensive, it is important to study how land use
affects public goods. Furthermore, the distribution of residents is not uniform across urban
landscapes and not exogenous to the local amenities given by green urban areas. This pa-
per focuses on the relationships between the endogenous distribution of residents and green
areas.

Finally, this paper links to the urban economics literature regarding the effect of open
spaces on urban form. Wu and Plantinga (2003) investigate the effect of an open space on
the surrounding urban structure. They, however, treat the location and size of this open
space as exogenous. Warziniack (2010) considers voting on the location of a single open space
when the geographical distribution of households is exogenous. Lee and Fujita (1997) and
Yang and Fujita (1999) examine the effect of a greenbelt, which has an exogenous location.
Yang and Fujita (1999) consider the effect of open spaces at the neighborhood level and
conclude that the equilibrium open space provision is uniform across the distance to the city
center. Such results contrast with our empirical analysis that shows that the share of green
urban areas is not constant across the city space. Our model with endogenous locations and

choices of residential space enables an explanation of this pattern.



Parallel to our question is the issue of unoccupied urban spaces, which are often seen as
green areas. In contrast to green urban areas, open spaces are not maintained for human
activities. Unoccupied land has been primarily justified by the leapfrogging effect. Capoza
and Helsley (1990) and followers root this effect in the commitment of building decisions
and the resulting option value of urban land. Turner (2005) explains unoccupied land by the
negative externalities of dwellings in their direct neighborhoods. Walsh (2007) discusses and
estimates the protection and regulation of open spaces in Wake County (California, USA),
which expands the discussion beyond monocentric city frameworks. Caruso et al. (2007)
simulate market equilibria with discrete house slots and a fixed housing consumption, which
lead to open spaces. In contrast, our paper discusses a continuous model where households
decide their locations and slots and where open green areas are costly and planned as in many
EU cities. Urban green areas, such as parks or trees planted in rows, have maintenance and
land opportunity costs that are incurred by society.

The organization of this paper is as follows: Section 2 presents the theoretical model
and discusses the social optimal allocation of green urban areas and the decentralization
through the land market. Section 3 is devoted to our empirical approach and results. We
first provide evidence on the concave shape of the share of green urban areas, then estimate
residents’ land choice, and finally quantify the economic benefits of green urban areas. The

last section concludes the paper.

2 Theoretical model

We consider a circular monocentric city hosting a central business district (CBD) and a mass
N of individuals. We denote by b € R the distance between the CBD and the city border.
The population density is defined as the number of individuals in a unit of area at distance r
from the CBD and is denoted by the function n : [0,b] — R™, which varies across the city. In
this paper we focus on green urban areas that are closely accessible to the local community
around its location. Green urban areas provide quick and frequent access to greenery, quiet,
children’s parks, socialization areas, etc. We consider the few blocks in the vicinity of a
green urban area as our unit of area or patch and model the urban area in a continuous
fashion. In a unit of area at distance r from the CBD, green urban areas offers a service
r:[0,0] = [0,7], T € RY, to the local community living in the vicinity. This service brings

a level of amenity a = ax(r), although it necessitates the use of a fraction of land Sz (r)



and maintenance costs yz(r). The parameters «, 3,7 € R distinguish the amenity, land
use and maintenance factors that affect green urban areas. Hence, the fraction of land used
for residential purposes is given by 1 — Sz, and the maximum service level T is bounded by
1/5. We assume absentee landlords, and the outside opportunity value of land is given by
the agricultural land rent R4 € R*. For simplicity, we consider that rural areas beyond the
city border consist of private properties that do not provide green urban area service for city
dwellers (e.g., private crop fields, fenced areas, etc.). We denote the land supply at distance
r from the CBD by ¢: [0,b] — RT (e.g., £ = 277 if the city lies in a plain disk). In summary,
land at distance r from the CBD includes a surface fx(r)f(r) of maintained green urban
area and a residential area [1 — Sz(r)] £(r) , and it hosts n(r)f(r) residents who all benefit
from the green urban area amenity ax(r).

Individuals consume a quantity z of nonhousing composite goods and a quantity s of
residential space, while they benefit from the amenity a of a green urban area. They are
endowed with the utility function U(z, s,a), which is assumed to be concave and increasing
for each variable. We assume that demands for nonhousing composite goods, residential
space and amenity are gross substitutes such that U has negative second derivatives and
positive cross derivatives. As individuals are homogeneous, they work and earn the same
income w € R in the CBD. Workers incur a total commuting cost ¢ : [0,b] — RT with
t(0) = 0 and dt/dr > 0. The price of composite good z is normalized to 1 without loss of
generality. From this point on and whenever there is no confusion, we dispense the functions
a, l,n, s, t, x, z and R with reference to distance 7.

We first study the social optimal allocation and then the land market equilibrium.

2.1 Social Optimum

In an ideal world, green urban areas and residential structures should be combined to bal-
ance their social benefits and costs. Analysis of the social optimal structure of residential
and green urban areas provides urban planners with viable directions for urban planning.
Towards this aim, we assume a benevolent social planner who controls residential and green
urban plots across the city.

As in Herbert and Steven (1960), we assume that the planner desires to set the same

utility target v € R for all urban residents.® She (the planner) minimizes the cost in the

3This assumption avoids Mirrlees’s discussion of the unequal treatment of equals, has a close link to
competitive land equilibrium and yields first and second welfare theorems (Fujita 1989).



city
b
C:/ (tn+ zn+ Ra + ~yx) {dr,
0

subject to the target constraint U (z,s,azr) = u and land use constraint sn = 1 — [z.
The total city population results from the accumulation of population density across the
city: N = fobn ¢dr. The planner chooses the profiles of consumption (z,s) and spatial
allocations (n,z) as well as the border b. Since wages w are exogenous, this is equivalent to
the maximization of total surplus S = wN — C. After substitution of the population and

land use constraints, this provides

PTw—t—=z
5:/0 {Tt(l—ﬂx)—RA—yx (dr. (1)

The planner then chooses the variables (z, s, x,b) that maximize S s.t. U > u.
The optimal consumptions (z, s) are given by the pointwise maximization of (1), which

is equivalent to the set the maximum of the residential land value:

—t—
Ve=max o st U (z,8,a) > u. (2)

2,8 S

Since the objective function in this expression decreases with z and U increases with it, the
constraint is binding. We denote the consumption z(s, a,u) as the solution of U(z,s,a) =
u. Because the utility function increases for all variables, we obtain z;, = —U,/U, < 0,
Zo = —U,/U, < 0 and z, = 1/U, > 0, while concavity of utility yields z;s > 0, where the
subscripts denote partial derivatives. Denoting an individual’s net income (net of commuting
cost) as

y=w —t,

the problem simplifies to
V = max L AS W,
s S
The optimal use of residential space is given by the solution of the following first-order
condition:

Z(s,a,u) — szs(s,a,u) = y.

Because z—sz; > 0 and (0/0s) (z — sz5) = —szss < 0, this condition determines the optimal
residential space s(y, a,u). We denote the optimal consumption of commodity goods by the

function 2(y,a,u) = zZ[s(y, a,u), a,u] and the optimal bid land value as V (y, a,u). Ceteris
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paribus, § increases with decreasing y, and since z, < 0, 2 increases with increasing y. By the
envelop theorem, the residential land value V rises with increasing y and a and decreasing
u.

The planner’s problem can then be rewritten as

b
maxS = / V(y,ax,u) (1 — fx) — Ry — x| bdr. (3)
z,b 0

Pointwise differentiation w.r.t. z provides the necessary condition for green urban area
service,

aV, (1 —Bz) =BV —v =0, (4)

where V' is evaluated at (y,ax,u). Using the land use constraint, we obtain the following
optimality condition:
asnV, =V +~. (5)

This condition expresses the planner’s balance between the benefit of green area amenities
(LHS) and the costs of green urban land and its maintenance (RHS). Let z* (y,u) be the
optimal profile of the green urban area service. Note that x* never reaches its upper bound
T = 1/p. It it did, the population density n would fall to zero, and green urban areas would
lead to maintenance and land costs but no amenities (zero LHS in (5)). It can nevertheless
be that z* = 0 if the LHS is smaller than the RHS for all z € [0,1/8). In summary,
x* € [0,1/8). For the sake of conciseness, we assume in this section that the second-order
condition holds and concentrate our discussion on interior solutions.*

Interestingly, expression (5) can be recovered as Samuelson’s optimality condition of
public goods after some mathematical transformations (see Appendix A):

Ua

Us
aEn = ﬂi; + 7 (6)

where U, /U, is the marginal rate of substitution between commodities and amenities and
U, /U, that between commodities and residential spaces. The Samuelson’s optimality condi-
tion states that the sum of marginal rates of substitution for green area amenities equates
the maintenance cost 7 plus the marginal rate of substitution for residential land. This last

element is novel in the context of public goods theory. In our context, it applies at the level

4The second-order condition is given by a?V,, (1 — 8z) — (1 + a) 8V, < 0. This condition holds provided
that V,, < 0.



of the patch because externalities are localized at this level. A green urban area is a local
public good because its amenities equally benefit the residents localized in its patch, which
has a population density n. The same local park indeed serves many residents. Green urban
areas differ from usual (spaceless) local public goods in their land intensity. This has an
impact on locations with lower usage of residential spaces because low space consumption
is usually associated with higher marginal rates of substitution for space Uy/U,. To our
knowledge, this tradeoff has not been highlighted in the literature.

Fixing the variables z, s and n, we observe that a lower amenity parameter «, higher
land use parameter [ and higher maintenance cost parameter  entice the planner to reduce
the green urban area service x and also its land area azxz. We also distinguish between the
effects of population density and use of space. On the one hand, areas with low population
density should accommodate smaller shares of green urban areas because they benefit fewer
people. On the other hand, areas with small residential plots imply high marginal rates of
substitution for space and should also be provisioned with smaller shares of green urban
areas. In general, population density is low at the city edges, and residential plots are small
near CBDs. Hence, the planner is enticed to set smaller shares of green urban areas at the
city edges and CBDs and larger shares in intermediate locations, which is the idea that we

will explore in the empirical section.

2.2 Comparative statics

Comparative statics on the service of green urban areas can be obtained by totally differen-

tiating (4). Noting that V, > 0, it is easy to see that

dz* dx*

w <Y

such that land and maintenance costs have negative impacts on the service of green urban

areas to residents. Other comparative statics are ambiguous as

da*

da
dz*
dy
dz*
du

>0 <<= (1+aV,) (1= pz")—pV,)z" >0,

<0 <= aV,, (1-p2")—-pV, <0,

<0 <= aV, (1-pz")—pV, <0.



First, the effect of the amenity parameter is ambiguous. It can be shown from the first
expression that when green urban area services provide very few amenities and use small land
pieces (a, 8 — 0), the optimal service z* and surface fz* rise with the amenity parameter
a. In fact, at very low levels, a higher o gives the planner incentives to raise service z*
because the parameter raises the effectiveness of the service. However, at high levels, a
higher parameter a substitutes for service level  and entices the planner to reduce it.

Net income y is given by a worker’s wage minus his/her commuting cost, which increases
with distance to the CBD. Therefore, comparative statics on y highlight the effect of distance
to the CBD. The effect of net income can be deduced from the second expression above as

follows:

dx* L, d U, LUy dIns d U,
>0 < an (E) + an U.dlny Bdlny (E) > 0. (7)

The effect of higher net income on green area services depends on three factors: first, on the
income elasticity of demand for residential spaces d Ins/d In y; second, on the marginal rates
of substitution between commodities and green urban areas U, /U, ; and finally on the reaction
of those marginal rates to increases in income (d/dIny) (U,/U,) and (d/dIny) (Us/U,). The
latter reactions are related to the Engel curves in spaces (z,s) and (z,a). It can be shown
that the marginal rate of substitution rises (falls) with income in those spaces if the Engel
curves rise and bend upward (downward). In other words, higher income raises more demand
for residential spaces s and amenities a than demand for commodities z. As a result, the
effect of net income on green urban area services depends on the balance between the income
effects on the demands for amenities and space. If income effects are identical (as will be
the case below under the Cobb-Douglas preferences), the marginal rates of substitution are
invariant to income, and the above inequality holds for all net incomes. The optimal green
urban area service then rises with net income. As a result, this optimal service also rises
with wages and falls with distance from the CBD. In the end, the relative importance of
each income effect is still an empirical issue for which we have found no information in the
literature.

A similar comparative exercise can be performed on the impact of utility target u. One
simply substitutes y for v in condition (7). The effect of target utility therefore depends on

how it affects the use of residential space and the above marginal rates of substitution.



2.3 City border and population

Finally, the planner sets the city border so that the first-order condition w.r.t. b,
V(y,ax*,u) (1 — fz*) —yz* = Ry, (8)

holds, where y and z* are evaluated at » = b. Since * maximizes the LHS, the latter should
be no smaller than V(y,0,u). A sufficient condition for an optimal border b* (u) is that the

LHS lies above zero at » = 0 and decreases for increasing r. That is,
V(w,0,u) > Ra, (9)

(—%% + a%) (1—pBx) <pV 4+~ forrel0b, (10)

where the second line is evaluated at (y,ax*,u). We assume that these conditions hold.
Comparative statics can be obtained by totally differentiating (8). Since (8) decreases with
x, the optimal border b* increases with the parameters that increase the value of the LHS
of (8) and reduce its RHS. Recalling that V,,V, > 0>V, and y = w — ¢, it follows that

db* db* db* db* db* do*

@ D DA 11
43’ Ay’ du’ dRy ~° " da’ dw (11)

Hence, As in the literature, cities also expand with higher wages and cities spread when
green urban areas provide higher amenities, use smaller pieces of land and require lower
maintenance costs.shrink with higher agricultural rent and utility costs.

The city population is given by N = fob*(u) 1 — Ba* (y,u)] /$(y, ax*,u) €dr, with y =
w — t. Finally, the total surplus is given by

b* (u)
Sw= [ Wlpast ) (-5 ) — Ra— e’ ol (12)
0
Therefore, by the envelop theorem, the change in surplus is given by S(u) = fob*(u) Vi

(1 — pa*) £dr, which is negative since V,, < 0. Higher utility targets u reduce the city

surplus.
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2.4 Land regulation

We are now equipped to discuss the impact of migration restriction and land regulation
in cities. In practice, utility targets are determined by city planners (city officials and
representatives) through their land regulation and migration policies. On the one hand, a
city planner may opt for unrestricted migration so that u is determined by the outside utility
level, e.g., w € R. The population densities and levels adapt to migration pressure, and the
city generates a surplus S*(u), which we assume to be positive (otherwise, the planner has
no incentive to create the city without external funding). On the other hand, a city planner
may opt to restrict land use and population as to maximize incumbent residents’ utility.
Then, he/she targets the highest possible utility subject that is compatible with a positive
surplus: §*(u) > 0. As the surplus decreases with increasing u, the highest utility, say u*, is
reached for a zero surplus: S*(u*) = 0. In this case, green urban areas can be self-financed

by land value. Indeed, $*(u*) = 0 can be written as

b (") b ()
/ (1— B2%) (V = Ra) Cdr — / v* (7 + BR) fdr,
0 0

which shows an exact balance between the aggregate differential residential land value
(V — R4) and the land and maintenance costs of green urban areas (the functions V' and z*
being evaluated at (y, az*, u*)). This balance is a reminiscence of the Henry George theorem,
by which a confiscatory tax on land would by itself finance a city’s public goods, provided
that the city reaches the size that maximizes residents’ utility. This paper adds two new
elements to the standard version of this theorem: optimal green urban areas, first, are very
localized public goods that provide unequal amenities and, second, require uneven land areas
through the city.

It must be emphasized that self-financing takes place at the city level and not at the patch
level. There indeed exist cross-subsidies across urban dwellers. Indeed, at any distance r
from the CBD, residents create a value V' of their residential land, while they generate a
green urban area maintenance cost yr and a land opportunity cost R4 on the patch. This
approach yields a resident’s net value equal to S = V (1 — fx) — Rx — vz, which is the
integrand of (3). Using the first-order condition (4), one readily obtains that dS/dr =
V,dy/dr = =V, dt/dr < 0. Hence, a resident’s net value falls with increasing distance from
the CBD. When the city management maximizes residents’ utility and imposes a zero surplus

such that S* = fob* S ¢dr = 0, it is clear that residents close to the city center bring positive
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net values, while those away from it bring negative values. Hence, the central population

subsidizes the green urban areas at urban edges.

2.5 Competitive land market equilibrium

In most modern cities, residents freely choose their residential locations and spaces. They
make their decisions according to the land rent values signaled in the urban land market.
Given that urban green areas generate externalities to residents, it is important to high-
light the conditions under which the competitive land market replicates the social optimum
discussed in the previous sub-sections. We here discuss the equilibrium allocations in a com-
petitive land market for an exogenous profile of green urban services x : [0,b] — [0,1/0)
and amenities a = ax. A household’s budget constraint is given by z + sR + ¢t < w, where
R :[0,b] — R* is the land rent function of distance to the CBD.

In a competitive land market equilibrium, each land slot is awarded to the highest bidder,
and individuals have no incentives to relocate within and out of a city. Therefore, they reach
the same utility level u¢, where the superscript e refers to the equilibrium value. Households
bid up to (w — z —t)/s for each unit of residential space. Their bid rent ¢ : [0,b] — R" is a
function of distance r from the CBD such that

y—z

1) = max
8,2 S

st. U(z,s,a) > uf, (13)

where net income y = w — t is a function of distance to the CBD. As individuals compete
for land, they raise their bids to make their participation constraint binding and obtain the
equilibrium utility level u®. Note that (13) is equivalent to the social optimal consumption
choice (2). Therefore, households’ optimal consumptions are given by the functions 5(y, a, u®)
and Z(y,a,u®), and the bid rent, by @/Z)\(y,a,ue) = V(y,a,u®). The bid rent inherits the
properties of V. That is, @Zy, zZa > (, while @Zu < 0.

A competitive land market equilibrium is defined as the set of functions (z, s, R,n) and
scalars (b, N, u®) satisfying the following four conditions. First, individuals choose their op-
timal consumptions: z = 2(y,a,u®) and s = 5(y,a,u). Second, land is allocated to the
highest bidder: R = max{vZ(y, a,u), Ra}, with R = QZ(y,a,ue) if n >0, and R = Ry if
n = 0. Third, the land market clears everywhere: ns(y, a,u®) = (1—g) if n > 0. Finally, the
total population conforms to its density: N = fob n 2mrdr. Here, N is taken as exogenous in

a closed city model, while u¢ is exogenous in an open city.
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Within a city, equilibrium land rents are given by the winning bids such that R =
zZ(y, a,u®). Since bid rents v increase with net income y and amenities a, the equilibrium
land rent R falls with distance from the CBD but rises with the proportion of green urban
area. Importantly, at the social optimal amenity a and utility level u, consumptions in a
competitive land market match the social optimal ones exactly, while land bid rents v and
land rents R match social land values V. This finding is reminiscent of the social optimum
property in Herbert and Steven’s (1960) model, where competitive land market equilibria
are socially optimal. The land market is then allowed to decentralize the choices of land and
commodity consumption. However, this applies only if green urban areas are optimally set
in our framework.

In equilibrium, land rents must exceed R4 for any location r € [0,b) and be equal to it
at the equilibrium city border b°. To simplify the exposition, we assume that R°(r) crosses
R4 from above at r = b°, which occurs if @(y, a,u®) lies above R4 in the CBD and falls in

r. A sufficient condition is given by

o~

¢(w, 0, ue) > Ra,

~ dt ~ dx
_@Z)yg + OK’QDGE < 0.

Given that ¢ = V, these conditions compare to the social optimal ones, (9) and (10), except
that they do not include the land and maintenance costs of green urban areas. Residents do

not consider those costs in a competitive equilibrium. After some reshuffling, this gives

w > z(w,0,u) + Ras(w, 0, u), (14)
dt _ dx

R e 1
dr ~ Y (15)

These sufficient conditions imply that urban productivity is sufficiently high for a city to
exist in the absence of green urban areas and that green urban areas do not have too steep
density profiles or do not yield too much spatial variation in amenities. Sufficiently high
wages w and a low amenity parameter « guarantee these conditions. Under conditions (14)
and (15), a spatial equilibrium exists. The equilibrium city border b° is given by the unique
solution of the land arbitrage condition: R(b?) = R4. This border coincides with the social
optimal one since R = 12 =V.

The equilibrium population density is equal to n® = (1 — g)/s(y, a,u®) > 0, while the

13



equilibrium population aggregates the population density across the urban area as

be
1—
N¢ = / A—ﬁz 2mrdr.
0 S(ya a, ue)

The following proposition summarizes the above discussion.

Proposition 1 Suppose that conditions (14) and (15) hold. Then, a competitive land market
equilibrium exists and is unique. Furthermore, the land and commodity consumption in the
competitive land market equilibrium and social optimum coincide if green urban areas are
provided at the socially optimal levels and if the planned and equilibrium utility levels u and

u® match.

A competitive land market is a powerful mechanism to decentralize consumption deci-
sions. It can be checked that land tax does not affect goods and land consumption choices;

thus, land taxes may be used by city planners to finance green urban areas.

To obtain more analytical results, we focus on a narrower class of Cobb-Douglas prefer-

ences.

2.6 Cobb-Douglas preferences

We define our workhorse model with the Cobb-Douglas utility

U = 2179790

with ¢, p, (1 — ¢ — ) € (0,1). We compute Z = (us %e~%) 1—41>—s0, which gives

~_l-p—9
_ 16
S el (16)
1 1—p—9¢
. — ¢ ¢ ~(1— o~ ¢) ~ap) s
o (——¥ uy %)% 17
(1 —p- ¢) ( ) 1)
V=x! (uy_(l _“0)6_“@)7g (18)

1—¢p

where k = (1 — @)1?7% (1—¢p—0¢) 7. Condition (6) becomes

1—

©
¢ U

=

¢ (ap — B — Bapr) = Ky~ (19)
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As shown in Appendix A, there exists a unique interior optimal service level x* > 0 if the
green area amenities per surface unit are sufficiently large a/8 > ¢/, the maintenance cost
~v is sufficiently low and the net income y is sufficiently high. Otherwise, there is a corner
solution x* = 0.

It is also shown that for any interior solution x*,

da* d2z*

0 d
dy > an dy2

< 0.

Hence, since y = w — t(r), the optimal share of green urban areas ¢* = fz* increases with
wage w and decreases with distance from the CBD r. The optimal share is also a concave
function of wage and distance from the CBD. Finally, since 5 falls in y and a and because
a = ax* increases with y, 5(y, ax*, u) also falls with the latter. Then, the population density

increases with higher wages and falls with longer distances to the CBD.

Proposition 2 Under the Cobb-Douglas preferences, population density is a decreasing func-
tion of distance from the CBD, while the share of green urban areas is a decreasing and

concave function of this distance.

The monotonicity of the share of green urban areas is specific to the Cobb-Douglas pref-
erence. It can be shown that the share of green urban areas increases and then decreases with

distance from the city center if one assumes Polak preferences, e.g., U = z(17¢79) (5 — so)¢

a?,
where sg > 0 is an individual’s minimum use of residential space; this is also a concave func-
tion under hyperbolic preferences of the form U = a+2—1/s.> Thus, as our main theoretical
prediction, we retain the fact that the share of green urban areas is a concave function of

the distance from the CBD.

3 Empirical Analysis

In this section, we compare the model prediction to the actual green urban patterns in

European cities.

See Supplementary Appendix, available on request.
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3.1 Data

In this paper, we use the dataset on urban land use from the Urban Atlas 2006, implemented
by the Global Monitoring for Environment and Security (GMES) service and provided by
the European Environment Agency (EEA), for the time period 2005-2007. The dataset offers
a high-resolution map of land use in European urban areas, containing information derived
from Earth observations and backed by other reference data, such as navigation data and
topographic maps. The Urban Atlas uses Earth observation satellite images with 2.5 m
spatial resolution.® According to the GMES, the dataset covers the functional urban areas
(FUAS) of the EU cities with at least 100,000 inhabitants.” FUAs include land with both
commuting distance and time below the critical levels defined by Eurostat.® The dataset
includes all capital cities and covers nearly 300 of the most populous towns and cities in
Europe (EU 27).2 Figure 1 displays the urban areas covered by these cities.

The Urban Atlas provides a classification of city zones that allows for a comparison of
the density of residential areas, commercial and industrial zones and extent of green areas.
In this paper, we use the data on ”green urban areas” (class 14100), which are defined as
artificial nonagricultural vegetated areas. They consist of areas with planted vegetation that
is regularly worked and/or strongly influenced by humans. More precisely, first, green urban
areas include public green areas used predominantly for recreational use (gardens, zoos,
parks, castle parks, cemeteries, etc.). Second, suburban natural areas that have become and
are managed as urban parks are included as green urban areas. Finally, green urban areas
also include forest and green areas that extend from the surroundings into urban areas with
at least two sides being bordered by urban areas and structures and containing visible traces
of recreational use. Importantly, for our study, green urban areas do not include private
gardens within housing areas, buildings within parks, such as castles or museums, patches of
natural vegetation or agricultural areas enclosed by built-up areas without being managed as
green urban areas. It must be noted that green urban areas belong to the Urban Atlas’ class

of "artificial surfaces”, which include all nonagricultural land devoted to human activities.'?

5GMES maps have a 100 times higher resolution than traditional maps in the Corine Land Cover inventory
produced since 1990.

"See the definition in the Urban Audit database and European Environmental Agency, GMES Urban
Atlas Metadata. Link: https://land.copernicus.eu/local/urban-atlas (accessed on Jan 25, 2018).

8See the definition in the Urban Audit in EEA, 2015, and the details in Appendix B.

9 Austria, Belgium, France, Germany, Bulgaria, Cyprus, the Czech Republic, Denmark, Estonia, Finland,
Greece, Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, Netherlands, Poland, Portugal,
Romania, Slovakia, Slovenia, Spain, Sweden, and the United Kingdom.

10Tn addition to green urban areas, artificial surfaces include urban areas with dominant residential use,

16



Figure 1: GMES 2006 maps
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This class is distinguished from the agricultural, seminatural areas and wetlands, forest areas
and water areas devoted to nonurban activities.

We select the (oldest) town hall locations as the CBDs. Then, we create a set of annuli
(rings) around each CBD at 100 m intervals. We define the "annulus land area” as the
intersection of the annulus and the land within the urban zone area reported by the GMES.
This area includes artificial surfaces, agriculture, seminatural areas, wetlands and forest but
does not include water areas because those seas and oceans are not appropriate for potential
human dwellings. We then compute the share of green urban area as the ratio of the surface
of green urban area to the total land in the annulus land area for each annulus . Figure 2

displays the annuli and the land use of green urban areas (green color) for Dublin.

Whereas urban theoretical models usually assume a neat frontier between residential

innercity areas with central business district and residential use, industrial, commercial, public, military and
private units, transport units, mines, dump and construction sites, and sports and leisure facilities.
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Figure 2: Dublin Land Use maps
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and nonresidential spaces, urban data do not provide a clear separation between residential
locations and agricultural areas and forests. In this paper, we choose to fix the city borders
to the annulus for which the ratio of residential surfaces over the annulus land area falls
below 20%. Residential surfaces include urban areas with dominant residential use and
innercity areas with central business district and residential use. They are shown in red in
Figure 2. As shown in the sequel and Appendix B, the use of other thresholds does not lead
to qualitative differences in our empirical results. We define the distance from the CBD,
dist, as the distance from the CBD of the annulus and the relative distance, rdist, as this
distance from the CBD divided by the distance between the CBD and the city border. We
also include several controls that do not depend on the relative distance to the CBD. A
country dummy vector accounts for a country’s specific urban regulations and wealth. We
also divide the sample into three city groups: small cities, with a population below a half

million; medium-sized cities, with a population between a half and one million; and large
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Figure 3: Dublin Green Urban Space
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cities, with a population exceeding one million. The dummy vector city_size includes the
fixed effect on each city group.

In addition to the GMES, we use the population density from the European population
grid.'! We calculate the population mass at each distance to the city center and redistribute
the population to the residential area in each annulus.'?> Because the Eurostat population
grid does not cover Cyprus, we exclude Lefkosia, Cyrus. For the income level of a city, we
use the household net income at the NUTS2 level, as reported in the Eurostat’s Regional
Economic Accounts, which provides the finest detail on household net income. Our results

are robust to the use of city’s per capita GDP at the NUTS3 level.'* Other measures of cities’

1 For more information on the European population grid, please check the technical report of the GEO-
STAT 1A project from Eurostat. Link: http://ec.europa.eu/eurostat/documents/4311134 /4350174 /ESSnet-
project-GEOSTAT1A-final-report_0.pdf/fc048569-bclc-4d99-9597-0ea0716efac3 (Accessed on May 30, 2018).

12Residential areas are called "urban fabrics’ in the GMES.

13See Supplementary Material.

19



exogenous geographical characteristics are taken from the E-OBS database.!* We control
for these exogenous geographical characteristics because they may affect residential choices.
We finally measure the city populations as the number (millions) of inhabitants living in
the city and greater city (CGC) areas, as defined and reported in the Eurostat databases.®

Table 1 presents the summary statistics.

14The E-OBS database provides detailed data on the daily temperature, daily precipitation, sea
level pressure and elevation across Europe. We acknowledge the E-OBS dataset from the EU-FPG6
project ENSEMBLES (http://ensembles-eu.metoffice.com) and the data providers in the ECA&D project
(http://www.ecad.eu).

15For more details, see metadata files for urb_esms in the Urban Audit database of the Eurostat website.

20



Table 1: Summary statistics

average sd min max observations
City border (km) 4.3 3.2 1.0 24.0 305
City area (km?) 84 174 1 1809 305
Number of annuli 43 32 10 240 305
Population in FUA (millions) 0.79 1.29 0.06 12.10 301
Population in CGC (millions): all cities 0.44 0.79 0.03 8.17 305
small cities 0.20 0.11 0.03 0.50 240
medium sized cities 0.64 0.13 0.51 0.98 36
large cities 2.25 1.66 1.01 8.17 29
Total share of green urban area in city (UGS) (%) 6.5 4.3 0.6 42.6 305
Highest share of UGS (%) 19.2 8.8 2.4 70.0 305
Highest share of UGS (%) (kernel smoothing) 9.5 5.0 0.4 42.2 305
Distance of highest share of UGS (km) 1.3 1.5 0.1 15.8 305
Distance of highest share of UGS (km) (kernel smoothing) 1.7 1.8 0.1 15.5 305
GDP per capita (€1000/hab.) 26.88 13.06 6.00 83.70 305
Household income (€1000/hab.) 15.46 5.63 3.70 30.90 304
Density (hab./100m?2) 044 028 010  1.96 303
Residential Space (100m?) 0.98 0.44 0.21 2.47 304
City Geographical Controls
Elevation (m) 212 210 -2 1,614 305
Average temperature at Jan 01 (°C) 2.30 4.62  —848 15.57 305
Average temperature at July 01 (°C) 19.18 12.27  12.27  28.70 305
Average daily precipitation (mm/day) 1.91 0.60 0.48 4.45 305
Share of Urban Green Land (%) 304 6.57 4.38 0.62 42.69
Share of Residential Land (%) 304 34.03  4.99 12.85 47.42
Share of Industrial and Public Land (%) 304 16.61 6.02 2.26 47.57
Share of Sport and Leisure Land (%) 304 3.76 3.21 0.00 12.79
Share of Forest Land (%) 304 5.14 6.23 0.00 32.57
Share of Agricultural Land (%) 304 16.29  10.75 0.00 52.13
Share of Forest Land within 100m buffer (%) 304 1.43 2.04 0.00 13.42
Share of Agricultural Land within 100m buffer (%) 304 6.15 5.66 0.00 33.19

Note: The GMES database released on May 2010 reports only 301 FUAs for the time period 2005-2007. Cities
without FUAs reporting are Wrexham and Derry (UK), and Gozo (Malta). Aix-en-Provence shares the same FUA
as Marseille. We use the Nadaraya-Watson Gaussian Kernel to smooth variations of annuli values.!6 GDP per
inhabitants and Household income are taken from Regional Economic Accounts from Eurostat at NUTS3 and
NUTS2 level respectively. Note that in Eurostat database, household income level exists only at NUTS2 level.
In eurostat database for household income at NUTS2, there is no data for Luxembourg (NUTS2 code LU00);
therefore, there is only 304 cities instead of 305 cities. The number of inhabitants in each annuli is calculated
based on Eurostat Population Grid. As Eurostat Population Grid 2006 does not cover Cyrus; hence, we also
drop the city cy001l_lefkosia in our database. The total number of annuli are calculated for 303 cities excluding
lu0011_luxembourg and cy001l_lefkosia. For city geographical controls, we take into account the average for period
1995-2010 for each city.

On average, green urban areas account for nearly 6% of the total surface of city areas.
Cities have a rather heterogeneous share of green urban areas. Figure 4 displays a histogram
of the shares of green urban areas across the studied cities. There is a large dispersion in

the average green urban areas across EU cities. In Figure 4, the city with lowest share of
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green urban area (0.62%) is Limerick, Ireland, and the one with the highest share (42.6%) is
Karlovy Vary, Czech Republic. The latter is a spa resort city, which offers many green areas
to its visitors. The former city includes few land surfaces classified as green urban areas
because it also has many agricultural and seminatural lands that can be used for urban
green amenities. These outliers do not affect our results. Spots with the highest densities of
urban green areas are located, on average, at 1.3 — 1.7 kilometers from the CBD.

In this paper, we mostly use the household income that measures the per capita income
net of all income taxes and at the NUTS2 level. Household incomes vary greatly across
EU cities, from €3,700 per inhabitant to €30,900 per inhabitant. The average income is
€15,460. Household income represents a bit more than one-half of the per capita production
value (NUTS3), which reflects the high tax wedge between production cost and net income
in the EU. City elevation also varies greatly, from two meters below sea level in Amsterdam,
Netherlands, to 1,614 meters above sea level in the mountainous city of Innsbruck, Aus-
tria. Furopean cities belong to a mild climate zone, with temperatures varying between —8
and 428 degrees Celsius at the lowest and highest day temperature in winter and summer
(measured on January 1 and July 1, respectively, for the period 1995-2000).!7 The average
population density is approximately 4,400 inhabitants per square kilometer and ranges from
1,000 to 9,800 inhabitants per square kilometer. These numbers are reasonable because the
database concentrates on the core of urban areas with no agricultural or seminatural land

use.

3.2 Urban green area profiles

In this subsection, we compare our theoretical predictions with the empirical properties
of green urban areas in EU cities. According to the theoretical model, the social optimal
land share devoted to green urban areas is a concave and possibly nonmonotonic function
of distance to the CBD; it first increases and then decreases as one moves away from the
CBD. This pattern reflects the tradeoff between the high land values in the center, which
make green urban areas too costly, and the too sparse population in the periphery, which
associates green urban areas with too low social benefits. The aim of this subsection is to test

the concavity of the land share of green areas in the studied European cities. In addition,

1"We use observations from the E-OBS databases from the EU-FP6 project (for details, see the references).
Our samples do not contain some northern European cities in Iceland and Norway.
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Figure 4: Average Share of Green Urban Space Distribution
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we test whether this share is nil at the CBD. We propose the following reduced form model:
Gije = T rdist;jc + 02 rdistfjc + 13 Tdist?jc + X, + €ije, (20)

where g;;. is the land share of green urban areas in annulus ¢ (ranked according to distance
to the CBD) of city 7 in country ¢. We study both quadratic and cubic models, where the
coefficient 73 is constrained to zero in the first case. To allow for comparison across cities,
we define the covariate of the relative distance of an annulus rdist;;. and add the city fixed
effects X as controls. Urban green areas are likely to lie on adjacent annuli such that green
urban area densities may not be independent observations, which biases the estimation. Ad-
ditionally, more distant annuli aggregate more surface; thus, the estimation may suffer from
heteroskedasticity. Hence, we report the Huber-White heteroskedastic-consistent estimation
of the standard residual errors. Table 2 presents the results from the regression of equation
(20).

Table 2 reports a negative and significant correlation with the square of the distance
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to the CBD, which suggests that the hypothesis of a concave profile for the share of green
urban areas ¢ should not be rejected. Columns (1) to (3) report the results with and
without country and city controls. As can be seen, these controls do not have a large
effect on the amplitude and significance of results. Columns (4) to (6) present the results
for the subsamples of small cities (population below a half million), medium-sized cities
(population between a half and one million) and large cities (population exceeding one
million), respectively. The signs are not altered, which corroborates the idea of concave
profiles. A formal testing of concavity requires an examination of the p-value of a one-sided
t-test of the respective coefficients. In Appendix B, we show that the p-values are very low;
thus, the joint hypothesis of 7; > 0 and 7, < 0 cannot be rejected at the 99% confidence.
We also show that the results are robust to various observation weightings, which suggests
that misspecification issues can be excluded.

Columns (4) to (6) also show that the (absolute values of) amplitudes of the coefficients
increase with city size. The shares of green urban areas reach higher levels in larger cities.
Indeed, we can compute the average shares of green urban areas in the CBD (rdist = 0),
at its peak location (rdist = —n;/(212)) and at the city border (rdist = 1). The average
shares of green urban areas in the CBD are given by the intercepts of the regression models,
which are computed as the following averages of the city fixed effects in Columns (4) to
(6): 0.067*, 0.059"* and 0.058**. With this information, we deduce that, on average, the
shares of green urban areas in small cities (Column (4)) rise from 6.7%, peak at 7.7% at
rdist = 33% of the border and fall back to 3.6% at the city border. The shares in medium-
sized cities (Column (5)) rise from 5.9%, peak at 9.0% at 46% of the border and fall back
to 4.6%. Finally, large cities (Column (6)) have shares that rise from 5.8%, reach their
peaks at 9.9% at 45% of the border and fall back to 3.7%. Finally, since the share of green
urban areas over an entire city is given by fol (o + mé + m€%) d€ = no + %771 + %772, we can
compute the average shares to be 6.7%, 7.7% and 8.1% for small, medium-sized and large

cities, respectively.
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Our model predicts a concave profile for the share of green urban areas rather than the
quadratic profile in Columns (1) to (6). Columns (7) to (9) present the same regression
analysis as in Columns (1) to (3) for a cubic regression model. One can observe that the
coefficients are significantly different from zero. The results suggest a hump-shaped profile
for the share of green urban areas, with the coefficients for the square of distance being
significantly negative. In this cubic model, local concavity is given by the sign of the second
derivative g” = 2ny+6n3 x rdist, with rdist € [0, 1]. Since 7, is negative in Table 2, the share
of green urban areas is certainly a concave function in areas sufficiently close to the CBD.
However, because 73 is positive in Table 2, concavity fails at greater distances from the CBD.
Using the results in Column (9), the convexity coefficient is equal to g”(0) = 2n, = —1.182
in the CBD and ¢”(1) = 2, + 613 = 0.630 at the city edge. Hence, the profiles are
increasing and concave near the CBD but convex at city edges. However, such convexity is
not inconsistent with our theory because the share of green urban areas must have convex
kinks when reaching zero. Finally, using Column (9), the share of green urban areas reaches
a maximal value at 33% of the distance between the CBD and city border (solution of
g =m + 2ny x rdist + 3nz x rdist* = 0).

We run a series of robustness checks, and the results are presented in Table 3. We study
variations around the setup of Column (3) in Table 2, with both city and country fixed effects.
First, as Figure 3 shows, there exists substantial serial correlation in the share of green
urban areas, which questions the assumption of homoskedatisticity. Column (1) presents
similar results under OLS without correction for heteroskedasticity and therefore suggests
that heteroskedasiticy is not an important issue. Second, we check issues of truncation and
size observation units. The surface areas of the annuli rise linearly with distance to their
center. Therefore, the annuli about a CBD measure green urban areas within smaller surfaces
and may have much more variability, as would be the case if an identically sized park were
randomly dropped on the annuli. Furthermore, small-surface annuli are supposed to include
the true city center but may miss this objective if true city centers are slightly away from
the city hall locations used as the city centers. The observed share of green urban areas
close to CBDs can then be more volatile and biased. To check for this issue, we aggregate
the three most central 100-meter annuli into one larger central ring and the next two annuli
in another ring, while we leave the other annuli intact. The results are presented in Column
(2) and do not qualitatively differ from the baseline model. In Column (3), we also include

the robustness check for urban green profiles, where all large parks are excluded. Since our
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model focuses on the effect of local urban green areas within a neighborhood, it might not
apply to very large parks that have global effects on city inhabitants. Therefore, we further
exclude all the parks exceeding one square kilometer,'® and the regression results do not

significantly different from our baseline regression.

18We also checked other criteria for this size threshold for large parks in our model, such as the 99"
percentile level; however, the results were rather similar. For more details, please check the Supplementary
Materials.
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Third, in Table 2, city borders have been defined by the locations where the share of
residential space reaches a threshold of 20%. This definition resulted from our tradeoff
between theory and data. In theory, a city border is well defined and has a zero residential
density, although it is not well defined in the data where the residential density never reaches
zero. The use of a threshold that is too high certainly undershoots the actual distances
between the CBD and city borders. Therefore, we extend the definition of a city border
with a lower threshold of 15%. This extension is shown in Column (4), where the number
of observations rises to 16,851 annuli. The results remain qualitatively the same. However,
for this threshold value, the random variations in the share of residential spaces lead to
fluctuations and downward biases in city border values. Column (5) displays the results
obtained when the share of residential spaces is smoothed (with the same kernel smoothing as
in Table 1). The number of observed annuli rises to 22,549. The results remain qualitatively
the same, except for the coefficient of the linear distance term, which becomes not significant.
This result reflects a decrease in the slope of the measured share of green urban areas and is
explained by the fact that Column (5) includes new observations with no green urban areas.
These new observations with zeros at far distance from the CBD reduce the slope of the
share of green urban areas.

Fourth, the dataset may not match the monocentric city hypothesis of the theoretical
model because it includes polycentric cities and contiguous cities. The next columns of Table
3 reduce this mismatch. Column (6) reports results for the set of 27 small and medium-sized
EU cities with populations less than 1 million individuals (keeping fixed country effects). This
approach eliminates the largest cities that are prone to host multiple subcenters. Column (7)
focuses on monocentric cities using the OECD study on metropolitan urban polycentricity,
keeps the 21 countries that are common to our GMES database and excludes reported
polycentric cities (see Appendix B for details). Similarly, in our theory, cities are spatially
separated, which is not always the case in the data. Columns (8) and (9) report results with
the subsamples of cities that are at least 50 km and 100 km apart, respectively, keeping fixed
country effects. The first distance usually corresponds to the extent of urban labor market
areas. The second distance makes sure that daily commuting between cities is unattractive.
As can be seen in Table 3, Columns (6) to (9) do not qualitatively deviate from the baseline
results.

One may question to which land functionality green urban areas should be compared. Our

theoretical model discusses the split between green urban areas and residential land. In the
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above empirical model, we have extended the areas for residential functionality to all human
dwellers’ functionalities. Accordingly, our above baseline empirical analysis used a measure
of the share of green urban areas consisting of the ratio of the area of green urban areas
as the numerator and the area of artificial surfaces, agriculture, seminatural areas, wetlands
and forest as the denominator. Therefore, the denominator includes many potential land
functions. The last columns of Table 3 present the results on alternative measures for this
denominator, which increasingly narrow the comparison down to residential areas. Column
(10) displays the share of green urban areas when we keep only the artificial surfaces in
this denominator. This approach eliminates agricultural areas, wetlands and forests. Next,
we compare green urban areas to the land used exclusively for human activities. Column
(11) reports the results with the denominator measuring the land for residences, offices and
green urban areas (i.e., urban fabrics, industrial, commercial, public, military and private
units and green urban areas). This approach eliminates roads, railways, ports, airports,
mines, construction sites, land with no use and sports and leisure facilities. Finally, Column
(12) is even more restrictive by concentrating on only urban fabrics and green urban areas.
The regression coefficients remain stable despite important variations in the definition of the
share of green urban areas.

Finally, we run the regression (20) for each city in our sample and count the number
of cities for which the concavity property holds. We observe only 4.59% (10.49%) of cities

where we cannot reject convexity (1, > 0) for p-value < 0.01 (p-value < 0.1).

3.3 Residents’ land uses

In this subsection, we estimate residents’ land use. Toward this aim, we use the model with
Cobb-Douglas preferences because of their popularity and convenient properties in urban
economics.?

We suppose the presence of observable heterogeneity y in the preference for land plots
or specific characteristics of locations as well as unobservable heterogeneity or measurement

errors €. The utility function becomes

U(s,a,z,x,€) = exz' 797%s%(e*)?.

We assume that the transport cost ¢ = w(1 — e~"("); thus, the net income is given by

19The results are similar when using hyperbolic preferences (Mossay and Picard 2012). See Supplementary
Material.
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(") where 7(r) is a function of distance to the CBD. For simplicity, we

Yy =w—1=we"
assume the quadratic form 7(r) = 73 X r+73 x 2. Green area amenities are given by a = az,
which can be written as a function of green urban areas g as a = ag/3, where o and g are
green amenity and land use intensity parameters, respectively. We can further standardize
the amenity value a = 1 and consider [ as land use intensity to provide one unit for green
amenities. Taking the natural logarithm of (17) and adding the heterogeneity and error

terms, we obtain the following residential land use:

1—p—¢
1—90—¢>_ oy l—p—¢
Ins=In{ —— +ZInf———Inw
( L= ¢ ¢
l—p—¢ l—p—9¢ 5, ¢ 11 1
+——nr+ ———7r ' — —g+—-—Inu——Iny — —Ine.
o I R ¢ ¢

Accordingly, residents have larger land plots for cities with smaller incomes w, larger
distances between residences and the CBD 7, smaller green urban areas g, higher outside
utility @, and smaller observable characteristics .

From these results, we build a regression model of residential land use

hl(sz'jc) = 190 + 191 In Wie + 192distz-jc + 193dist?jc + 194gijc + 1950](: + 196ch + Q97Aijc + €ije

for the observations of annulus 7 in city j of country ¢. We measure the city wage wj. by the
per capita household net wage in the NUTS2 areas® and the green urban areas g;;. by the
land share of green urban areas (as in Table 2, Column (1)). Given language, cultural and
administrative barriers, we consider that individuals freely move across cities only within the
same country. Thus, the country utility level is captured by the vector of country dummies
I.. Finally, vector Xj. controls for observed city characteristics, such as elevation, rainfall
and temperature. Vector A;;. controls for observed amenities in each annulus, such as the
shares of sport leisure facilities and industrial lands and the shares of forest and agricultural

lands within a 100 m distance from the residential areas.

20Tn this text, city wages are measured by the incomes net of taxes at the NUTS2 level. Net incomes closely
reflect the budget constraints faced by residents in their land use choices. However, NUTS2 encompasses
larger areas than the cover of many cities, which may downward bias city income values. In Appendix C, we
perform the same analysis with the production value at the NUTS3 level, which includes taxes. The results
are similar except the values should be interpreted differently.
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A potential endogeneity issue arises because the choices for residents’ land use and plan-
ers’ green urban areas are intertwined. Indeed, urban planers are expected to organize green
urban areas as a function of surrounding population densities and therefore residents’ land
use. To control for such a reverse causality, we use the historical level of urban green areas
as indicative of the current ones. The main idea behind using historical urban green area
information is that once an urban green area is developed, it is rarely changed. In fact,
many urban green areas in Europe were provided decades ago and have remained intact.
Examples are Hype Park in London, created around the 16" century by Henry VIII and
originally intended for hunting, and the ‘Jardin du Luxembourg’ was first built as a private
garden of Queen Marie de Medici in the early 17*" century. Both private parks were later
converted to public green areas by public authorities. Thus, we can mitigate the reverse
causality using the data for old parks to predict the locations of current public green areas.
Toward this aim, we use the Corine Land Cover 1990 database, which unfortunately does
not cover all GMES Urban Atlas countries. As a result, the regression results exclude cities
in the UK, Sweden and Finland.?! The details for the first-stage regression are reported in
Appendix C, which confirm that the historical levels of urban green areas are a good proxy
or predictor of the current levels.

The results are reported in Table 5. Columns (1) to (4) display OLS estimates with-
out instrument variables. In all columns, the coefficient estimates are consistent with our
model predictions: residents use larger land plots for smaller city income, larger distance
between residences and the CBD and smaller green urban areas. The results are robust after
controlling for country fixed effects, city geographical conditions, such as elevation, rainfall
and temperature (see Column (2) and (3)) and different types of amenities within annuli
(see Column (4)). We applied the same level of controls for IV regression, which is shown
in Column (5) to Column (8). The IV regression reports slightly stronger effects of urban
green areas on the residential slot size than those of the OLS regressions, which is intuitive
because the historical level of urban green areas was lower than the current level. We also

apply the Wu-Hausman test for endogeneity (reported in Appendix C). The Wu-Hausman

21Corine Land Cover (CLC) 1990 does not cover the UK, Sweden and Finland. The database covers
Austria, Belgium, Bulgaria, Croatia, the Czech Republic, Denmark, Estonia, France, Germany, Greece,
Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, Montenegro, the Netherlands, Poland, Por-
tugal, Romania, Serbia, Slovakia, Slovenia, Spain, and Turkey, out of which 23 countries are included in our
data. For details, see Corine Land Cover 1990 Metadata: https://land.copernicus.eu/pan-european/corine-
land-cover /cle-19907tab=metadata (Accessed May 02, 2018). To our knowledge, CLC 1990 is the oldest
land use database that systematically covers all of Europe.
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test coefficient is not significant at the 90% confidence level, meaning that we can confirm the
alternative hypothesis of no endogeneity at the 90% confidence level, which further implies
that endogeneity may not be a critical issue in our analysis. Both the OLS and IV results
show significant coefficients for the share of green urban area amenities g for approximately
2.24—2.25 before including the control and 1.69—1.86 after including all other controls. This
finding implies that, ceteris paribus, residents in annuli with no green urban areas use 14%
more land than those residing in annuli with a 7% share of green urban area.?? Population
densities are reduced in the same proportions. According to this empirical estimation, green
urban areas are an important factor explaining the use of residential land and population

density.

22We compute $;jc/Sije = e?3(9ije=9i50) with gije = 0 and 0.07.
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3.4 Counterfactual Analysis

In this subsection, we use the previous regression model to quantify the value of green urban
areas. We recover all parameters of our theoretical model and run several counterfactual
analyses. In particular, we build counterfactuals where half of the green urban areas are
deleted in every annulus and are either left unused or converted to new residential land.
We can then evaluate the changes in the residential land use and consumption of goods,
population density, land rents and utility levels for each city. To express utility changes
more intuitively, we measure the cost to residents by their incentives to leave the city and
wage compensation (subsidy or tax) that they must receive to keep their utility levels. By
the same token, we discuss the distribution of the effect of green urban areas between cities
and within them. We consider this analysis a useful exercise because it informs policy makers
about the impact of urban green areas on city structures and sizes.

We recover the model parameters from the estimated coefficient of residents’ land use
using the values of ¥, 91, J5, ¥3 and ¥, from Column (8) in Table 5. Country utility levels
are recovered from the parameters 5. and the constant term 3. Our baseline model and
counterfactuals use the observed distance to the city center, city and country caracteristics
and local (non-green) amenities. The baseline model simulates the variables under study
using those estimated parameters and the observed characteristics (distance to CBD, wage,
green urban areas, ...). The counterfactual exercises investigate the impact of canceling 50%
of the urban green areas in each annulus of each city, keeping the same observed character-
istics. Counterfactual exercise 1 considers open cities where utility levels and unobserved
heterogeneity are maintained. This helps us discuss a long-term and unregulated perspective,
where urban planners do not impose restrictions on workers’ mobility within and between
cities. Counterfactual exercise 2 considers closed cities with exogenous city populations. The
study of closed cities can be appropriate in evaluating policy changes that occur simultane-
ously in all cities, such as changes in EU policies.?® Here, our aim is to discuss a midterm
or regulated perspective, where urban planners are able to restrict workers’” mobility be-
tween cities but allow residents’ land use to change. To give a relevant measure of utility
change, we also compute the compensating variation wage as the city wage that maintains
the baseline utility level when we remove green urban areas. Counterfactual exercises 1 and

2 hinge on the assumption that empirical model residuals reflect land heterogeneity that is

23Cheshire and Shepard (2002) also use the closed city model to analyze the welfare effects of policy
changes in the UK.
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unobserved to the econometricians but observed and used by residents in their land plot size
choices. Such heterogeneity is reported in the counterfactual results. This assumption may
be strong, as it imposes strong information on behalf of residents. Therefore, we also take
the opposite view in counterfactuals 3 and 4 where the residuals consist of measurement
errors that can be observed neither by the econometricians nor the residents. The details of
the counterfactual analyze are relegated to Appendix D.

The results of the baseline model are displayed in Table 6(a). The first column reports
the number of cities in the baseline exercise. Every other column reports the average and
standard deviation over the city averages imputed from the baseline model. The second and
third columns show the consumptions of composite goods and housing by households, while
the fourth column displays the net income. The difference between this column and the sum
of the two previous columns accounts for commuting costs. On average, individuals have
€15,220 as disposable income and spend €6,920 for housing expenses, which account for
approximately 45% of their net income. Such a figure is slightly above the average housing
costs in European cities, which are approximately a quarter of the household income for
both European rural and urban areas. The literature reports a range between 18% and 32%,
with higher levels for urban areas and renters (Fahey et al, 2004, Davis and Ortalo-Magne,
2011). Our model differs from this literature because we do not take into account housing
furniture and maintenance (5% of housing costs in Eurostats, 2015), consider city cores,
which have more expensive housing locations, and finally do not model the construction
process. The last two columns of Table 6(a) report the average residential area and green
urban area across cities, the latter being about one-fifth of the former. The rows address
the cases when we consider the regression model error as a spatial amenity for the residents
(spatial heterogeneity) and when we do not (no heterogeneity). The difference between the

two cases is not large.

Table 6 (a): Counterfactual analysis: open and closed cities

Cities Composite Housing Income Residential Green
Goods (Z) Rent (R X s) (W) Area Area (GA)
number (€1000) (€1000) (€1000 ) (km?) (km?)
Spatial heterogeneity 264 5.05 6.92 15.22 25.29 4.52
(1.87) (2.56) (5.87) (48.91) (9.87)
No spatial heterogeneity 264 5.03 6.89 15.22 25.29 4.52
(1.86) (2.55) (5.87) (48.91) (9.87)

Note: The standard deviation is reported in the parenthesis. Household income is taken from Eurostat at NUTS2
level and is measured on purchasing power standard (PPS) at 1000€. More details on PPS measure, please check

Eurostat technical documents.
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Our main results are displayed in Table 6(b), which shows the baseline model (first row)
and the counterfactual exercises (other rows) for cases with and without spatial heterogeneity.
The table structure is the same as that of Table 6(a). Every column reports the average and
standard deviation of the city averages over annuli imputed in the baseline and counterfactual
exercises. Consider the first row, which presents our baseline model and permits comparison
with the literature. The first five columns display the imputed residential surfaces, land
rents on units of residential plots and green urban areas, population and relative utility.
The average city size of 0.31 million inhabitants is consistent with the statistics that most
European cities are medium-sized (European Commission and UN-Habitat (2017), Urban
Audit, Eurostat). Residents’ average use of space is approximately 95 m?; the measure is
reasonable given that we consider the core of the most populous cities in the EU, which are
the densest areas of the most urbanized parts of the EU.2* The land rent per square meter
is 93.41 €/m?/year on average for all cities. On average, the land values of green urban
areas (102.32 €/m?/year) are higher than residential land prices. These values are imputed
from the residential land price associated with each annulus. Because urban green areas
are concentrated at close and intermediate distances to CBDs, they are surrounded by more

expensive residential land plots.

Consider, now, counterfactual exercise 1, where one removes 50% of the green areas in
every annulus of open cities. In open city systems, the utility of city inhabitants is exogenous,
but the change in green amenities affects the urban structures. Suppose, furthermore, the
case where the removed land is not (re)used, as indicated in the second row of Table 6(b).
To keep the same utility level, residents must compensate for the decrease in urban green
amenities by larger residential plots, which implies that a share of the population must
migrate out of the city. On average, city residents raise their land use from 95 to 100 m? (a
rise of 5.3%), and the city population falls from 0.31 to 0.29 million (a loss of 6.5%). Land
rents fall from 93.41 to 87.11 € per m? and year (a fall of 6.74%). We compute the total
loss in the land market to be approximately €147 million for an average city.?®

Suppose now that 50% of green urban areas are converted into residential land, as shown
in the third row of Table 6(b). In an average city, there is a new land supply of 2.26 km?
(half of 4.52km?) on top of the baseline residential land supply of 25.29 km?, a rise of 8.9%

24They are more densely populated than US cities.

25To estimate the total land rent loss, we multiply the city residential area of each annulus with the per-
square-meter land rent loss between the baseline and counterfactual models, aggregate over the city, and
compute the average over all cities.
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(see Table 6(a)). This rise is slightly more than the 5.3% space compensation that residents
required without land conversion. As a result, the additional land supply attracts new city
dwellers, and the city population rises to 0.32 million on average. Residential land rents
rise slightly to 87.64 € per m? and year because the new land is supplied at more central
locations with higher values. We compute that, compared to the baseline model, the housing
market increases its total value by nearly €55 millions per year and city when we take into

account converted areas.
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Counterfactual exercise 2 allows us to discuss the impact of reducing urban green areas
by half in closed cities where city planners prohibit migration. As predicted by our the-
oretical model, when there is no conversion of land, the utility of all residents decreases
once we reduce the level of urban green amenities. Specifically, the average utility decreases
from 1 to 0.94. This decrease requires an increase in the baseline annual net income of
€15,200 to the compensating-variation income of €16, 650, an increase of €1,430 (9.4%).
Multiplying this figure by the city population, we obtain a subsidy of €580 million for an
average city. Residential land rents decrease only by a small amount from 93.41 €/m?/year
to 93.36€/m? /year, providing a total loss of €1.82 million per year.

Suppose now that green urban areas are converted into residential land. Then, the
residential land supply increases, land rents decreases, and residents can use more land to
compensate for the loss of green area amenities. Specifically, the land rents drop by 9.6%
to 84.47 €/m?/year, and the total loss in housing market increases to €3.45 millions per
year. However, city residents enjoy both lower land rent and larger residential land plots,
which increase their average utility level. They obtain a slightly higher average utility level
(increase by 3%) and require a smaller compensating-variation wage of €14, 570 per year to
maintain their level of utility, which is equivalent to an income reduction of €650 per year.

The bottom panel of Table 6(b) replicates the above analysis when we replace the as-
sumption of unobserved spatial heterogeneity by that of measurement errors. It can be
seen that most effects are similar. The main differences lie in the level of averages and
standard deviations of our variables of interest. On the one hand, the standard deviations
are naturally smaller because residents are no longer assumed to consider spatial amenity
variations in their choices. However, the reduction in the standard deviation is not drastic,
which shows that the model is already well explained by the independent variables of the
regression model. On the other hand, the assumption of measurement errors also alters the
average values of imputed variables. For instance, in the baseline model of the bottom panel,
the residential populations, land uses and land rents are smaller than in the baseline model
of the top panel. This is because those variables are nonlinear functions of the error term e
under the Cobb-Douglas preferences.?¢
What type of cities are more sensitive to removing green urban areas? Where in the

city are the changes more important? To answer these questions, we compare the impact of

26The expression of land use §(w, 7, g, u, €) includes a term e that is a convex function of €. Similarly, the
expression for the population density 1/§(w,r, g, u,¢) includes a term e~¢, which is also a convex function
of .
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removing or converting green urban areas between cities of different incomes and population
sizes as well as between within-city locations at different distances to the CBD. Towards this
aim, Table 7 reports the baseline wage (first row), the changes in the compensating-variation
wages to sustain constant utility (next four rows), the baseline land rent to landlords (sixth
row), and the landlords’ losses (last four rows) when we group cities by income quartiles
(first four columns), by population size quartiles (next four columns) and by quartiles of
relative distances to the CBD (last four columns). The positive changes in compensating-
variation wages can be interpreted as subsidies required to maintain the residents at their
baseline equilibrium levels. Table 7 presents the results for open and closed cities with and
without the conversion of green urban areas to residential land. All figures are aggregated
from the same counterfactual exercise with unobserved spatial heterogeneity and with the

50% reduction in the green urban areas presented in Table 6(a) and (b).
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Let us consider first the case of open cites (counterfactual exercise 1). The reduction
in green urban area amenities harms residents who partly leave the city. Because of free
migration, city residents keep the same utility as in the country side and ask for no com-
pensation to stay in cities, which is why the second and third rows in Table 7 display a set
of zeros for the change in compensating-variation wages. By contrast, landlords lose money.
If urban green areas are not converted to residential land, they lose €3.27 and €8.22 per
m? and year in cities belonging to the bottom and upper income quartiles, respectively (see
seventh row). Similarly, they lose €5.21 and €7.90 per m? and year in cities belonging to
the bottom and upper population quartiles, respectively. This result is explained by the fact
that land value, city size and income are positively correlated. Landlords also lose €11.24
per m? and year in the central city quartile but only €3.89 per m? and year in the city
periphery quartile, indicating that land rents decrease with distance from the CBD. This
pattern remains approximately the same if urban green areas are converted to residential
land (eighth row). In this case, the above figures decrease by approximately €1 per m? and
year in the lowest income and population size cities but only slightly for the highest ones.
The conversion of green urban areas mitigates the conclusions only to a small extent.

Let us now consider closed cities in which migration is restricted and half of the green
urban areas is removed (conterfactual exercise 2). Suppose, initially, no land conversion
(fourth row in Table 7). To stay in the city, residents require an increase in compensating-
variation wages, or subsidy, of €770 per year for the bottom city income quartile and €2, 090
per year for the top one. This increase represents up to 9.1% and 9.6% of the baseline net
incomes. These subsidies also increase with city population. One can check that larger cities
require proportionally higher subsidies, which result from the higher losses incurred by the
residents in larger cities. The subsidy is not monotonic with distance to the city center: it
first increases from €1, 600 to €1, 850 per year when one moves from the first to the second
distance quartiles and then drops to €1,120 for the last distance quartile. This pattern
reflects the geographical distribution of the share of green urban areas (see Section 3.2). It
can finally be seen that landlords are not substantially harmed by the reduction in green
urban areas when cities are closed and land is not converted (ninth row).

Finally, suppose that the green urban areas are converted to residential land (fifth row),
which increases the residential land supply and compensates residents for the lack of green
area amenities. The negative changes in the compensating-variation wages indicate that

residents are better off in this situation. Low-income cities would accept lower compensating-
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variation wages and would therefore pay a tax of €360 per year in the lowest city income
quartiles and €900 per year in the highest. As shown in the table, this benefit is larger for
peripheral residents. Finally, landlords are negatively affected by the additional supply of
residential land (see tenth row). They are more impacted in the richest and the largest cities

and at the most central locations.

4 Conclusion

In this paper, we discuss the patterns of urban green areas in cities from theoretical and
empirical perspectives. Urban green areas mainly include green areas maintained for recre-
ational purposes by non-private human institutions (typically, municipalities). Green urban
areas provide residents with amenities that have the property of local public goods and high
land intensity. We find that the optimal provision of urban green areas is a nonmonotonic
concave function of the distance to CBDs. It results from the balance between the higher
opportunity cost of land near CBDs and the lower population density at city edges.

This property is confirmed by our study of the urban land use in the 305 most populous
urban EU areas. We use detailed maps of urban land use from the European Environment
Agency (GMES) to study the spatial configurations of urban green areas. Our study shows
a concave and hump-shaped profile of urban green areas with respect to distance to the
CBD. The result is robust to many variations in the land use specifications, city structure
specifications, and city and country characteristics.

We finally quantify the value of green urban areas by presenting a set of counterfactual
exercises, where half of the green urban areas are removed. We estimate that, on average,
open cities lose more than 6.5% of their population and that landlords lose €147 millions
in each city and year if the green urban areas are not converted into residential land. If
they are converted, the total residential land supply increases by 8.9%, which is sufficient
to compensate locals with additional residential space and to attract new city dwellers.
Compared to our baseline model, the housing market increases its total value by nearly €55
millions per year and city. In closed cities where the green urban areas are not converted,
city governments need to offer an average compensation of €1,430 per person and year to
the residents for them to maintain their utility levels. To our knowledge, this paper is the
first urban economics contribution that quantifies the benefit of green urban areas in such a

way.
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Appendix A: Proofs

Samuelson Rule We can transform expression (5) in the Samuelson’s optimality con-
dition of public goods. Plugging the optimal residential space condition z — sz; = y in the
land value V = (y — 2) /s gives V = —Z,. At the same time, applying the envelop theorem
on V yields V, = —z,/5 > 0. Finally, using z; = —U,/U, and z, = —U,/U,, expression (5)

can be written as (6).

Cobb Douglas preferences Under extreme value theorem, there always exists a
global maximum for a continuous function on a compact set; therefore, there always ex-
ists solution for city planner as z is always within the domain [0, %]

We denote the marginal welfare by F(z) — G(y) where F(x) = e4*(B — Cx) and G(y) =
myyfl%ué > 0 are the LHS and RHS of the FOC condition (19) while z € [0,1/5], A =
ap/d > 0, B = ap — B¢, and C = afp > 0. If B < 0, then F(z) — G(y) < 0 for
x € [0,1/5], so that the optimal service is the corner solution: z* = 0. If B > 0 then,
F(—o00) = 0, F(0) > 0 and F(oco) = —oo while F(z) has a unique maximum at Z such
that F(z) > F(z) and F(z) > 0. It can be checked that F'(1/8) < 0. As a result F(z)
has a single root for x < 1/8. If AB < C <= 7 <0, F(x) is a decreasing function and
there exists a single root 2’ for F(z) — G(y) = 0 iff F(0) > G(y). The optimal service is
then * = a'. If AB > C <= 7 >0, F(z) is a bell-shaped function and there exist two
roots for F(z) — G(y) = 0 iff F(z) > G(y). The highest root 2" has F'(z”) < 0 and gives
the optimal service: z* = 2”. To sum up, there exists an interior optimal service x* > 0 if
F(max(0,z)) > G(y). At the interior optimal service z*, F'(z*) < 0.

To get the comparative statics w.r.t. y on the interior optimum z*, we denote K(x,y) =
F(z) — G(y). So, K,(z*,y) = F(2*) < 0, Kyy(z*,y) = 0, K,(z*,y) = —G'(y) > 0,
and K, (z*,y) = —G"(y) < 0. Then, we get dz*/dy = —F,/F, > 0 and d?z*/dy* =
— (Kyy Ky — KyKyy) / (K.)* = — v/ Ko < 0.
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Appendix B: Data and robustness check for urban green

space profiles

Definitions

We first summarize the definitions of urban area entities. Eurostat uses three level of spatial
units that are based on clusters of high density grid cells and urban cores. Following Euro-
stat a high density grid cells are defined as population grid cells of one kilometer square with
at least 1,500 inhabitants. A cluster of high density cells is a set of high density grid cells
that are each surrounded by at least five other high density cells (over the eight surrounding
cells). Clusters exclude the high density grid cells that are not connected or isolated. An
urban core is a cluster of high density cells that totals at least 50,000 inhabitants. The first
level of spatial unit is the Clity. It is related to an urban core and defined by the local ad-
ministrative boundary so that more than 50% of inhabitants live inside the associated urban
core.?” The second level of spatial unit is the Greater City, which is created when the urban
population resides far beyond the local administrative boundaries. Greater cities like Greater
Manchester, Greater Nottingham and Greater Paris have been defined with alternative but
close definitions. In most cases, a Greater City contains a single City. The City, Greater
City (CGC) includes those two levels. A Functional Urban Area (FUA) combines the city
area and its commuting zone, as defined in the EU-OECD functional urban area definition
(OECD, 2013). A FUA includes the "working catchmen area” of a city and is defined as
the collection of all surrounding municipalities with at least 15% of their employed residents
working in the associated urban core. Figure B1 presents the three different levels of spatial

units for Dublin.

Hypothesis testing of Table 2

Table B1 reports the p-value associated to Table 2 columns (1) to (6). Those values are

extremely small, corroborating the strong non-monotone relationship.

2"There are some exception to this rule when the geography is disrupted by a river, a lake, fjords, or steep
slopes etcetera, making it hard to recover the urban core. In this case, the City can be added to cover this
urban centre.
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Figure 5: Figure B1: Eurostat levels of spatial units (Source: Eurostats)

Table B1: P-values for one-sided t-test for baseline models

1) 2) ®3) 4) (5) (6)

Hp:B80>0 1.23x107% 1.39x10°6 2.01x10°160 200x102¢ 3.55x 10710 1.28 x 10—24
Hp:B8:1 >0 416x10~1  499x 10~ 7.88x10~11 2.29 x 10~4 4.31 x 10~* 4.90 x 10~7
Hp:B2<0 514x10720 560x10720 1.31x10719 511x10710 1.55x10°° 2.68 x 1079

Note: The covariance matrix for residuals used for hypothesis testing is clustered at city level and heteroskedastic-

robust.

Polycentric cities

In the GMES EU27 database, some cities develop in a polycentric way and host several
urban cores that are physically separated but economically connected. Column (6) in Table
3 excludes EU polycentric cities using an OECD study on polycentric cities. In the latter,
OECD assigns a polycentric status to a FUA using the percentage of residential population
commuting from one urban core to another. A polycentric city includes two or more urban
cores, which are connected and attract at least 15% of each other’s population as workforce
(OECD, 2013).

Furthermore, the column (6) of Table 3 focuses on the 21 countries that are common to
the 27 countries in GMES EU27 database and the 23 countries in the OECD study. This
excludes six EU27 countries (Bungaria, Lithuania, Latvia, Malta, Romania and Cyrus) and

2 OECD countries (Switzerland and Norway). Table B2 reports the population statistics of
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monocentric and polycentric cities for those 21 countries. There are 18 FUAs with two urban
centres, and 6 FUAs with more than two urban cores (Barcelona, Paris, Lyon, Amsterdam,
Stockholm and London). We will exclude all those FUAs in our sample. Finally, since the
OECD study concentrates on cities with more 500,000 inhabitants, we keep only the cities
with same sizes in the robustness of column (6) of Table 3. This excludes the GMES 27

'small’ sized cities that we used in other robustness analyses.

Table B2: Descriptive statistics for EU metropolitan forms in OECD database

average sd min max observations

Monocentric Cities

Population of metro area (thousands) 1235 890 445 4399 87

Population of city area (thousands) 72 633 90 3467 87
Duocentric Cities

Population of metro area (thousands) 1713 1609 561 7079 18

Population of city area (thousands) 1187 1274 314 5264 18
Polycentric Cities (with more than three centers)

Population of metro area (thousands) 5786 5030 1096 12401 6

Population of city area (thousands) 4487 4105 1331 9942 6

Note: Table B2 includes 21 countries: All EU27 except Bungaria, Lithuania, Latvia, Malta,
Romania and Cyrus. Metro population is computed from Census 2010 according to OECD
metropolitan boundary maps in 2001. The metropolitan population is very similar to the
FUA population provided in Urban Audit database of Eurostat. For more details, see OECD
Metropolitan Explorer database, version June 2016 (OECD, 2016).

Table B3 provides further robustness analysis on the city border determination. It reports
regressions coefficient when the city border is defined by various shares of residential density:
15%, 20%, 25% and 30%. Coefficient signs are unaffected by those definitions in both the

quadratic and cubic models.
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Table B3: Profile of green urban areas (EU27): Robustness with different levels of cut-off

Dependent variable: Share of Green Urban Area

Quadratic Cubic
(1) (2 (3) 4) (5) (6) (7 (8)
Border cut-off 15% 20% 25% 30% 15% 20% 25% 30%
Distance 0.065*** 0.102*** 0.119*** 0.111%** 0.303*** 0.294*** 0.264*** 0.260***
(0.015) (0.016) (0.018) (0.020) (0.037) (0.039) (0.041) (0.045)
Distance_square =~ —0.116***  —0.127***  —0.123***  —0.098*** — 0.697***  —0.591***  —0.470*** —0.449***
(0.014) (0.014) (0.016) (0.018) (0.079) (0.080) (0.085) (0.093)
Distance_cubic 0.380*** 0.302%** 0.225%** 0.226***
(0.048) (0.048) (0.052) (0.056)
Constant 0.099*** 0.100*** 0.098*** 0.093*** 0.078*** 0.082*** 0.085*** 0.080***
(0.003) (0.004) (0.004) (0.005) (0.004) (0.005) (0.005) (0.006)
City FE v v v v v v v v
Sample of cities All All All All All All All All
Observations 16,819 13,091 10,188 8,156 16,819 13,091 10,188 8,156
Adj. R? 0.399 0.369 0.344 0.327 0.416 0.379 0.349 0.331
df 16,513 12,785 9,882 7,850 16,512 12,784 9,881 7,849
F Statistic 37.65%** 26.13*** 18.50%** 13.97*** 40.09*** 27.13*** 18.84*** 14.21%**

Note: Significance levels are denoted by * for p<0.1, ** for p<0.05 and *** for p<0.01. Standard errors are clustered at city level
and reported in parentheses. The row ”df” reports the degree of freedom. The table shows results from the regression of share
of green urban area within each annulus on the relative distance and its square to the city center using control variables and a
constant. The relative distance is normalized to one for farthest annulus for comparison. All columns include controls for country
and city size. The percentage of cut-off points is defined as the annuli with percentage of urban fabric areas over the total area

of the city within the annuli smaller than the percentage of the cut-off points indicated.

Table B4 presents regressions with alternative weighting schemes for observations. Larger
cities are less numerous but include larger populations and larger numbers of annuli, which
could influence the results. Table B4 reports the regression coefficients corresponding to
Table 2 with weights proportional to the city population (columns (1) and (4)) and the two
different measures of city population density (columns (2)-(3) and (5)-(6)). Coefficients are

invariant to weighting specifications, which suggests low risk of misspecification.
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Table B4: Profile of green urban areas (EU27): Robustness with weighted OLS

Dependent variable: Share of Urban Green Space

Quadratic Cubic
M B) B) @ 5) ©)
Distance 0.166*** 0.074*** 0.070*** 0.344*** 0.267*** 0.278%***
(0.011) (0.016) (0.019) (0.029) (0.040) (0.047)
Distance_square =~ —0.187*** —0.065*** —0.057*** —0.625*** —0.523*** —0.551***
(0.009) (0.016) (0.019) (0.061) (0.094) (0.111)
Distance_cubic 0.288*** 0.295*** 0.318%***
(0.038) (0.063) (0.074)
Constant 0.084*** 0.079*** 0.079*** 0.068*** 0.062*** 0.060***
(0.005) (0.005) (0.005) (0.006) (0.006) (0.007)
City Size FE v v v v v v
Sample of cities All All All All All All
Weighting City Pop.  Pop. Density 1  Pop. Density 2 City Pop.  Pop. Density 1 Pop. Density 2
Observations 13,117 13,117 13,117 13,117 13,117 13,117
Adj. R? NA 0.111 0.115 NA 0.118 0.123
df 13086 13086 13086 13085 13085 13085
F Stat. 69.30*** 27.99*** 27.47*** 68.17*** 28.77*** 28.20%**

Note: Significance levels are denoted by * for p<0.1, ** for p<0.05 and *** for p<0.01. Standard errors are reported in
parentheses. We include different weighting strategy. Weights are proportional to the city population (columns (1) and (4)).
Columns (2) and (5) include population density measured by dividing total city population with area of whole city. Columns
(3) and (6) measure city population by dividing city population to areas of artificial urban fabric, which mostly used for

residential purpose.
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Appendix C: First stage regression and Wu-Hausmann

Test for IV regressions

In this section, we report the first stage regression and the Wu-Hausman test for IV regres-
sion. We use the historical level of urban green spaces (land use code 141) in Corine Land
Cover in 1990 as our instrument variable. To our knowledge, Corin Land Cover (CLC) was
the first systematized the land use over whole Europe, and its earliest version was in 1990.
However, there are two issues with CLC 1990. First, CLC 1990 did not cover UK, Sweden
and Finland as those three countries only appeared in later version of Corine Land Cover
in 2000 onward. Therefore, we need to drop the city samples which belong to those three
above countries. Second, as CLC cover not only urban area but also the rural and all lands
in Europe. Hence, its resolution is much less precise than GMES Urban Atlas that covers
only urban areas. There are also discrepancies in these two databases. To decrease the
discrepancies, we use the land cover in CLC 2006 and GMES Urban Atlas 2006 and correct
for the discrepancies between these two sets. We assume that the changes between Corine
2006 and Corine 1990 is the evolution of urban green, while the difference between Corine
2006 and GMES 2006 are just discrepancies in measurement. We adjust the Corine 1990
with these measurement errors before using it in the first stage regression.

As showed in Table C1, the coefficient between adjusted urban green in Corine 1990 is a
very good predictors for the current level of urban green. The slope is highly significant and
is around 0.8. R? is at 0.76 — 0.78. The Wu-Hausman test coefficient for endogeneity (Derror)
is not significant at 90% of confidence level, meaning that we can confirm the alternative
hypothesis of no endogeneity at 90% confidence level, which further implies that endogeneity

may not be a critical issue in this analysis.
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Table C1: First stage regression and Wu-Hausman test for endogeneity

First stage regression

Dependent variable:

Share of green area in GMES 2006

(1) (2) 3) 4)

Adjusted Share of green area in Corine 1990  0.802*** 0.794*** 0.792%** 0.791%**
(0.027) (0.027) (0.027) (0.027)
Adjusted R? 0.760 0.782 0.784 0.785

Wu-Hausman test for endogeneity

Dependent variable: Ln Residential Space

(1) (2) (3) (4)

Derror -0.421 0.603 0.581 0.429
(0.885) (0.472) (0.450) (0.429)
Country FE No Yes Yes Yes
City Geographical Controls No No Yes Yes
Annuli Amenity Controls No No No Yes
Sample All All All All
Observations 10,853 10,853 10,853 10,853

Note: We use the following procedure to test for endogeneity. First Stage: gijc = @gcorineso + ' Z + vijc. Second
Stage: Ins;jc = 0Z + 94gijc + Yerrijc + €ijc Where Z is the vector (1 w dist I. Xjc Aije ) and 94 is
the residuals from first stage regression. Significance levels are denoted by * for p<0.1, ** for p<0.05 and *** for
p<0.01. The row ”df’ reports the degree of freedom. For city control, we take into account the elevation, average
rain fall, average temperature in Jan 01 and average temperature in July 01 for period 1995-2010. The observations
are all annuli of all cities covered by both GMES and Corine Land Cover 1990. Other variables are those from
original regression (GDP per capita at purchasing power standard and distance to CBD). Regression (1) to (4) are

corresponding to IV regression (5) to (8) in Table 5 in the main text respectively.
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Appendix D: Counterfactural analysis

We recover the model parameters from the estimated coefficient of residents’ land use using
the values of ¥y, ¥, ¥, U3 and ¥4 from Column (8) in Table 5. Country utility levels are
recovered from the parameters 5. and the constant term 9y.2%. From the theoretical model,

we recover the residential space, composite goods and the residential land rent as

§(w r,g,u 8) _ (we*ﬁrf‘f'zf‘?)l% U 6954+1§6ch+1§7141‘3‘¢+51‘3‘¢
P Y )

o —J
2w, r) = we N1 L
11—

—Fr—for?

. we Z(w, )

R(w,r, g,u,e) =

S(w,r, g,u, X, €)

where we use 7, = 1§2/1§‘1, Ty = 1§3/1§1, and (1 — ¢ — ¢A>)/(1 —p) = —1§1/(1 — 1§1) We first
define the baseline model and the counterfactual exercises. Both baseline and counterfactuals
use the observed distance to the city center r;;. and amenities X, and A;.. The baseline
model includes the observed city wage wj., the share of green urban areas g;j., the estimated
values of country utility u. and the unobserved heterogeneity or measurement error &;e.
Formally, we set the baseline model values to §?jc = 5(Wje, Tije, Gijes Ues Eije)s 2%6 = Z(Wje, Tijc)
and R{;. = R(Wje, Tijes Gijes Ues Eije)-

We now investigate the impact of canceling 50% of the urban green areas in each annulus.
In counterfactual exercise 1, we consider open cities where utility levels and unobserved
heterogeneity are maintained at the estimated levels %, and ;.. This consideration helps
us discuss a long-term and unregulated perspective, where urban planners do not impose
restrictions on workers’ mobility within and between cities. We then remove half of the green
urban areas by setting gi;. = 0.5 X gij. In both cases, we set 3%].0 = 8(Wje, Tijes Gijes Ue, Eije)
and 2! = Z(wjc, 7i5c), while R = R(ch, Tijes Jijes Ue, Eije)- Residents’ land use should increase
(§}jc > §%C) because residents require compensation for the reduction of green area amenities.
If green urban areas are left with no use, the total available space remains constant and is
given by Zijc (1 — gijc) Uije, where €5 is the land surface of annulus 7 in city j and country
c. Since resident’s land use increases, cities host fewer residents. If green urban areas are

converted in residential land, city populations may grow if the new supply of land, ggjcfijc, is

/¢

.t = VYo, and all other countries as ui/(ﬁ = U5.+1

28 As we drop Austria in the country dummies, we have u
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larger than the increase in residents’ land demand from 8%. . to 5., . More formally, population

ije ijer
grows if 355 (1 = gije) Cije/ 8% < 2oije (1= ije) Lije/ sk

In counterfactual exercise 2, we consider closed cities with exogenous city populations.
The study of closed cities can be appropriate in evaluating policy changes that occur simul-
taneously in all cities, such as changes in EU policies.?’ Here, our aim is to discuss a midterm
or regulated perspective, where urban planners are able to restrict workers” mobility between
cities but allow residents’ land use to change. We again remove half of the green urban ar-

.2
/ _ 22 _ & / 2 = 52 _ 3 —
eas (gjj. = 0.5 X gije). We set 57, = 8(Wje, Tije, Gijer Wies €ije)s Zije = 2(Wje, Tije) and Rije =

ij
R(ch, Tijes Jijes u?c, €ijc), Where ujz.c is the counterfactual city utility level. In the absence of the
conversion of green urban areas to residential plots, we set the city utility level u?c such that
the city population spreads over the baseline residential area; that is, we impose that each u?c
solves the population identity >, (1 — gije)lije/85 = Y_;(1 = gije)lije/ 555 In the case of land
conversion, we set u?c such that the city population spreads over the new residential land
supply. Then, u?, solves the population identity Y, (1—g;;.)lije/ 55 = i (1 = gize)lije/ 3550
However, although utility levels are important concepts in welfare analysis, they are difficult
to interpret quantitatively. Therefore, we also compute the compensating variation wage
wjzc as the city wage that maintains the baseline utility level when we remove green urban
areas, which is equivalent to setting the wage w]zc such that the above population identities
hold with §(w]2»c,rijc, Gijes Uje, Eije).  Under the Cobb-Douglas preferences, this assumption
simplifies to the compensating variation wage w]zc = ch(u?c / ugc)ﬁ#

The above two counterfactual exercises hinge on the assumption that empirical model
residuals €;;. reflect land heterogeneity that is unobserved to the econometricians but ob-
served and used by residents in their land plot size choices. Such heterogeneity is reported in
the counterfactual results. This assumption may be strong, as it imposes strong information
on behalf of residents. Therefore, we take the opposite view and assume that the residuals
€ije consist of measurement errors that can be observed neither by the econometricians nor
the residents. In that case, residents do not base their decisions on €;5., and we set €;;. = 0

in counterfactual exercises 3 and 4.

29Cheshire and Shepard (2002) also use the closed city model to analyze the welfare effects of policy
changes in the UK.

and

—q. Wiio/s2.
30This approach yields the counterfactual utility levels (U?C)lﬂﬁ - (Uc)1/¢ g&?;im;s“;

2 \1/é _ 1/¢ (Z:(=g};)05e55;.)
(ujc) N (UC) (Zi(l—guc)zijc/siic)'

o7



Supplementary Material A: NUTS3 incomes

In this section, we report the results of estimation of the structural model using GDP per
capita at NUTS3 level as the proxy for city wage. The results are similar to those in Table

5 in main text.
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Table Ala: First stage regression and Wu-Hausman test for endogeneity

First stage regression

Dependent variable:

Share of green area in GMES 2006

(1) 2) 3) 4)

Adjusted Share of green area in Corine 1990  0.797*** 0.793*** 0.790*** 0.789***
(0.028) (0.027) (0.027) (0.027)
Adjusted R? 0.759 0.781 0.784 0.784

Wu-Hausman test for endogeneity

Dependent variable: Ln Residential Space

(1) (2) (3) (4)

Verror —0.330 0.413 0.406 0.241
(0.911) (0.455) (0.438) (0.407)
Country FE No Yes Yes Yes
City Geographical Controls No No Yes Yes
Annuli Amenity Controls No No No Yes
Sample All All All All
Observations 10,853 10,853 10,853 10,853

Note: We using the following procedure to test for endogeneity. First Stage: gijc = ®gcorineso + ' Z + vijc; Second
Stage: Ins;jc = 9Z + 931n(go + gijc) + Ferrijc + €ijewhere Z is the vector ( 1w dist I. X, ) and 9 is the
residuals from first stage regression. Significance levels are denoted by * for p<0.1, ** for p<0.05 and *** for p<0.01.
The row ”df” reports the degree of freedom. For city control, we take into account the elevation, average rain fall, average
temperature in Jan 01 and average temperature in July 01 for period 1995-2010. The observations are all annulus from
all cities covered by both GMES and Corine Land Cover 1990. Other variables are those from original regression (GDP
per capita at purchasing power standard and distance to CBD). Regression (1) to (4) are corresponding to IV regression

(5) to (8) in Table Al respectively.

60



ainseawr am ‘A[[esisegq

‘oSeIoA® ouIEseq YIM A[OAIIR[DI patnseawr st AJI[13)

‘U01300S PAOQE U S poje[nored st 2fn aroym =

‘SjuRIqRYUI UOI[IW Ul paje[no[ed st uorpeindog

9I0IN 300071 ¢ (Sdd) piepuejs remod Suiseyoind uO poInsesaw sI pue [9Ad] ZSLAN e 3eISOINF WOoIJ Use) SI dWO0DUI P[OYISNOE]

/1 (urppsvin)

ol N
; - ol C
ST pesbin® N penqn

ELN
¢/t

- °ln - °fn

‘SJULWINOOP [BOIUYDDY JeIsOINy oayd asea[d ‘einseswr SJJ UO S[IRIOP

‘stsoyjuared oYy ur pajrodal ST UOIJRIASD pIepUER)S O, :9JON

(82°€21'C) (g1°g8) (02'g) (ve'0)  (g90) (99°L0T) (00'901) (6£°0)
0 88°0L9— ¥9°'L 1971 ¥0'1 820 FL'EST 0€°L¥T 16°0 792 sox
(20°29¢'%) (v6°€¢) (2L¥°9) (te'0)  (g9°0) (9%°€2T) (0g2eT) (L£°0)
0 £€8°€7CT 109 G991 S6°0 820 $9°0LT $g'€9T 68°0 ¥9¢ ON UOISIOAUOD) U0d1) ueqi()
.\Aﬁo PosorD ¥ [enjoejrajunoy)
(21°22) (¥9°122) (eg'0)  (gg0) (LT71T) (¢8°T1T) (8¢°0)
T€0T— 0 PICIT— 00T 62°0 89°09T AR 2N ¥6°0 %92 sox
(e1°9¢) (26°509) (ee0)  (0g0) (Lz%11) (88°21T) (8¢°0)
€8°¢T 0 88'70T 00'T 1270 89°091 £8°€ST 76°0 ¥9% ON UOISISAUOD USRI URqIf)
£1H ued( :g [enjoelIajuUNO))
06 x go9g=06
(eg'0)  (g970) (64°22T) (zz'zeT) (Lg°0)
00'T 820 LT°GLT 99°€91 680 792 (£310us801939Y 3noYIIM) ( SulesEH
(L5°0e¥c) (90°99) (29°21) (¥e'0)  (69°0) (#9°911) (8g°11T) (2¥°0)
0 $8'9gL— S9'6 8C'7T ¥0'T 1€°0 8€PST 98°'G¥F1 €0'T 792 SOx
(z1°099°c) (0L°€¥) (8z°¢1) (te'0)  (69°0) (62°9€T) (19°221) (¥¥°0)
0 £9°60%T 0g'% 9863 $6°0 1€°0 $G'TLT 8L'19T G6°0 792 oN UOISIOAU0D UeoIS urqi()
\Aumo UOmOMO “N ﬁdﬂuUM,*&UuEﬂOO
(12°g2) (et°118) (ee0)  (1£°0) (F9'v2T) (£0°61T) (91°0)
LT 11— 0 |G IET— 00'T z€0 0291 91851 660 792 sOx
(6°c¥) (2z°8L9) (eg'0)  (g9°0) (#9°¥%21) (z0°81T) (9v°0)
T9'LT 0 9€'82T 00T 62°0 0€°29T 81°2ST 00T %92 oN UOISIOAUOD UeoIs ueqi()
£31) uwad( :1 [enjoRJILIUNOD)
06 x g0=56
(eg0)  (69°0) (¢9'0%1) (67°L21) #¥°0)
00'T 1€°0 QT LLT 88'T9T 660 ¥9¢ (A3roueB01090Y Y31M) ( duUlESEY
"qPY000 ‘T (pws) (pw3) (00013) () (&) gw/3) (&/,w/3)  (qeq/gwoor)  (0qunu)
uoryendod ‘duroo a8em josrewr Suisnoy M dwop QD\D ‘dog oanfea uoolr) juay puer] s S91Y1D)
ur ssof [e10],
0/ x ') = b sorreuads uodo pue paso[d Joapun 2anjdnaIs A3
(28°6) (16°87%) (tg'e1) (¢5'g) (66°2)
[4 4 §g'92 9L'TT ge'9 €0°¢ Ay1ou0801030Y INOYIIA\
(28°6) (16°8%) (tg7e1) (89°9) (10°€)
(4<% 62°ST 6897 PRIT 6£'9 £yreusBoreley UM
(gwar) (gwear) ( 000T3) (00013) (00013)
(VD) 'ory uealn eIy [CIIUSPISOY (M) swoouy (s X y) ruey Suisnoy (z) spoon ajrsodwo))

saaeys aanjipuadxa p[oOYasnNo

ST}1D Poasold pue uado :SISATeue [eN}ORJIOIUNO)) €V 9[(e],

61



are sjmsar oyl ‘(F pue g SOSIDIOXO [BNIORJIOIUNOD

') [PPOW SUI[9Sk( UI jUSI PUR] PUR WNIIGI[INDd JUaI pUB] MOU USOMID( 2DUSIDPYIP 9Y) SB POJUNODIDR ST PIO[PUR] I0J SSO[ 9YJ, 'Ie[IWuIs

ur o)1) ased A31eusfora)ay-uou I10j {K310ua0I93eY YIm 9sed ayj A[uo j1odal em ‘arol ‘siseyjuared oY) ul pajrodal aIe SUOIJRIASD PIBPUR)S OY,J, 930N

(Lg°2T) (89°8T) (06°€2) (66°2€) (69°02) (8¥°61) (g0°e1) (92°92) (t1°08) (L0°12) (16°11) (0g°2)
80°0T 18°21 06°0% 66°0€ €0°61T 60°'ST €8P ¥rer ¥2'9% 61°'8T 68°€T 829 sox
(¢0°6) (18'%) (26°01) (0v°92) (¢6°0) (07°0) (19°0) (07°0) w1 1) (9€°0) (g2°0) (L1°0)
Sv'0— 10— 66'T 9T'0— €20 g1'0 £0°0 000 S0°0 01’0 F1°0 T10 oN UOISIOAU0D UeoIS ueqi()
%fO Posor) :g [enjoejriajunoy)
(19°91) (to°11) (Lg7€1) (¥¥°62) (zget) (eg°T1) (6%°2) (¢6°9) (26°€1) (62°0T) (96°9) (ov'%)
69°G 99°L LG°€T €761 1121 T1'6 6LL 88'¢ iadat 66'6 68°9 8¢’ sox
(19°91) (10°11) (Lg°e1) (¥¥°62) (1T°21) (80°2T) (99°8) (06°11) (zea1) (9L°T1) (91°2) (89'%)
69'G 99'2 L6°€T V6T (44t 296 6L'8 jas 08¢t 9901 ] o1'¥ oN UOISIOAU0D UeoIS ueqi()
%umo :QQO “H ﬁﬂﬁu,ﬁd.«h@uﬁ:‘_oo
(4/ gw/3) ssor projpuery
(ev-e11) (0g'81T1) (26°28T1) (L0°208) (zL°99T) (0g°ge1) (0z°01T1) (£9798) (81°2¥%1) (L0°0¥1) (16°96) (ov°L€)
AR 12°€€1 16'10% 18°67€ 9£'20% YLL9T 69°2ST €LVTT Piazd SV'SLT TG 9VT 9108 (&/ zw/3) surpseq juol puer]
(96°2) (66°1) (£0°2) (L¥'2) (e 1) (¢z'1) (66°1) (vL2) (19°2) (€9°1) (¢%°1) (60°1)
65°C— 61— 99'1— 02’ 1— 15— 09'1— 96'1— T1g— ov'e— 90°¢— 65 T— £8°0— SOx
(0g°2) (80°€) (26°€) (¥2'¥%) (L8°2) (L 1) (ve'2) (99°2) (28°2) (69°1) (ze'1) (62°1)
08¢ sT'e ST'Y ¥e'g 96°€ 1L'e 98°'C i Tv's 80'€ g1'g 8€'T oN UOISIoAU0D ueoIs urqi()
%UMO UOWOMO “N ﬁdﬁPUM‘%&OuEﬂOO
0 0 0 0 0 0 0 0 0 0 0 0 SOx
O O O O O O O O O O O O OZ EOmWh@\rQOU uo018 QﬁﬂhD
£31H uad( :1 [enjoejILIUNOD)
(£/qeyq/00013)o8em rea durod ur 9searou]
(10°g1) (90°91) (00°gT) (91°91) (P¥°81) (29 11) e vT) (86°9) (69°21) (z0°2) (91°2) (12°2)
TT 08 ST 0€ 9€°0¢ 59°0€ YT Ve L9°92 6L°GT 0S°61 €87 68°LT 82°0% 0Z°€1 (£/qe4/00013) o8em outjeseq
1-GL°0 GL'0-0S'0  09°0-GZ'0 8200 1-GL°0 GL'0-09°0  0S'0-2'0  SZ'0-0 1-GL°0 GL'0-0S°0  09'0-2'0  SZ'0-0

so[rprend) (gD 01 2ourISI(]

sa[irend) azig L3109

sof1reng) awoouy L3110

SOTYID UIYHI A

SOI91D ULoMmIDg

SO1)S1YR)S AJIO-UIYIM pUR

-U9aM)9( SISATRUR So[Ijueny) §y 9[qel,

62



Supplementary Material B: Hyperbolic Preferences

A model with hyperbolic preferences

We here assume that individuals are endowed with the utility function
U(z,s,a) =2z—60/(2s) +a

where preferences for residential space are represented by an hyperbolic function parametrized
by 6.3! Accordingly, we get the consumptions 2 = u —a + 60/ (2s), 5 = 0/ (y+a —u),
2= (y—a+u) /2 and land value V = (y + a — u)* /(20). We focus on the case of positive
consumption so that y +a —u > 0. Then, condition for optimal green urban area service
(4) simplifies to the identity

Sty aw—u) (1= o) — 2o (g + ax =) =9 =0, (21)

where the LHS expresses the net benefit of green urban service and is a concave quadratic

y—u+%>“60% (22)

does not hold, the LHS is negative so that there are no benefits from green urban areas for

function of x. If the inequality

any net revenue y. If it holds, the identity accepts two solutions, but only the highest one,
x = x7, determines an interior maximum. Hence, the optimal interior solution for land use

of green urban area is given by

* * 25 07 B (6% 2 60’)/
R {0 I e

Using the previous relationships, we can also infer the optimal interior solution for population

density by

. B o )’ 602 a\® 66y
=g (vt 5 (o 5) o5 ) (e-er5) -F

31This yields a demand for residential space that has a price elasticity between one and zero (see Mossay
and Picard 2011).
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If (22) holds at the same time as g% > 0 and n% > 0, then the allocation (¢g*,n*) = (gi, ni)
is a socially optimal one. Otherwise, the allocation (¢*,n*) = (0, max{0,(y —u) /6}) is
socially optimal.

The objective of this paper is to understand the profile of the share of green urban area.

We successively get the following comparative statics result:

doz _ B L i
dy 3« 1_ 60 ’
Blv—urg)”
d?g% _ 20 ~0

d?y . 2
/2 _ a) _ 60y
o \/(y u+5> 3

The share of green urban area g7 is therefore a concave function of y — u, and therefore,
since y = w — t and dt/dr > 0, it is a concave function of wage w and distance to CBD,
r. Stronger land regulation reflected by higher u also have non monotone effect on green
urban area. By contrast, it can readily be observed that the population density n7 rises
with y so that it increases with wage w but falls with distance to the CBD r. The planner
compensates longer commuting distances with larger residential space. The reason for the
concavity in green urban area density then lies in the balance between opportunity cost of
land and density of residents as shown in the Samuelson condition (6). In the vicinity of
the CBD, the social value of land is high because of shorter commutes. This entices the
planner to increase population density at the expense of access to green urban areas. By
contrast, the social value of land is low at the vicinity of the city border because of longer
commutes and entices the planner to compensate individuals with larger residential plots
and lower population density. In those low density locations, green urban areas yield smaller
social benefit and the planner reduces their surfaces. So, it is the high land social value that
refrains the planner to organize large green urban areas about the CBD and it is the low
population density that refrains her to maintain large green urban areas at the city fringe.
It can be further checked that the share of green urban area reaches the maximum value
1 —/2073/ (9a2) for y — u + a/B = /807/B (where dg* /dy = 0). Hence, the share of
green urban area reaches a peak that rises with higher amenity «, lower green urban area
land use 3, lower maintenance cost 7 and lower preferences for residential space 6. All

these properties are intuitive. The maximum value is however independent of wage w and
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regulation policies through changes in u. To know the peak location, we can use y = w — ¢t
and write t(r) = w — u + a/B — 1/80v/B. Since dt/dr > 0, we infer that the peak location
shifts away from the CBD with higher amenity «, lower maintenance cost v and weaker
preference for residential space 6. It also shift away from CBD with higher wages w and
weaker land regulation (smaller u).

To fix ideas, consider cities in the same country where labour mobility is high, urban
land regulations are rather similar and residents’ preferences are the same. Hence, cities
differ only with respect to per capita incomes w, which are driven by first nature and second
nature advantages, such as the presence of specific factors, harbour, steel industry, financial
center, etcetera. Then, the location of peak in the share in green urban area increase with
earnings and therefore city population sizes N. This reflects the fact that land rent becomes
more expensive about the CBD and entices the planner to shift them away from it. Under
these preferences, the amplitude of this peak is unrelated to earnings and city sizes. We will

come back to this relationship in the empirical analysis.

Proposition 3 Under hyperbolic preferences, population density falls with distance from
CBD while the share of green urban area is a concave function of distance from CBD. The
share of green urban area peaks at a location that moves away from CBD as cities are richer

and less regulated.

One can also check the following comparative statics on population density:

dn*+7 dn*+’ dn’ <0< dn_i’ dn_*+ (23)
dy * df = du da " dy

(see Appendix A). As standard in the urban economic literature, the population density
falls with stronger preferences for residential space § while, because y = w — t(r), it also
rises with larger income w but falls with distance from CBD. Population density also rises
with larger green space amenity parameter o and lower maintenance cost . This is because
green urban area services bring more utility to residents, who may be allocated to smaller
residential plots. Also, since lower maintenance costs entice the planner to enlarge green
urban areas, residents obtain higher amenity and can be offered smaller residences.

The optimal city border b* is determined by the first order condition w.r.t. b (8) evaluated
at V(y,a,u) = (y+a—u)®/(20) and r = b*. Tt is instructive to first study the case where
there is no green urban area at the city border so that z* (b) = 0 and n* (b) = [y(b) — u] /6.
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The above border condition simplifies to y(b) —u = /20 R 4, which determines the city border
as the solution of ¢(b*) = w — u — v/20R 4. Therefore, the city spreads with higher earnings
and shrinks with higher agricultural land rents, preference for residential space and also
with stronger land regulation (through lower w). The city border is however independent
of the preferences and costs for green urban area. In the presence of green urban area at
city border b (g% (b) > 0), condition (8) does not accept a closed form solution and depends
on preferences for green urban area and maintenance cost. We can totally differentiate (?77)
and get the following comparative statics (see Appendix A):

db* db* db* db*  db* 0 db* db*

@ i 24
43 Ay’ A0 du ARy~ " da’ dw (24)

This confirms the comparative statics (11) obtained under more general preferences. In ad-
dition, it is here shown that the optimal city shrinks with stronger preferences for residential
space 0. This is because the land value falls and lies above R4 within a smaller area when
0 gets larger.

The optimal city population is given by N* = fob* n* {dr, which rises with larger city
border b* and higher population density n*. Using (23) and (24), it readily comes that

dN* dN* dN* db* - <dN* dN*
dy ' df " du 'dRy4 da ' dw

In particular, city population rises with smaller maintenance cost and higher amenity pa-

rameter for green urban area.

Finally, we discuss the difference between green urban areas and local public goods in
the case of hyperbolic preferences. Urban green space are local public goods as they provide
the same amenity to the residents in its close vicinity and incur maintenance costs that are
independent of the number of users. The difference lies in the land intensity of green urban
areas. The urban economic literature presents local public good as spaceless amenities that
do not use space (see Fujita Thisse, 2004, for synthesis). In the case of spaceless local public
good (= g = 0), land supply is fully supplied to residents so that the land market clears:
sn = 1. Condition (21) simplifies to a (y + ax — u) — 6y = 0, in which the LHS measures
the marginal surplus of local public good and rises in x. This implies that the surplus is
convex in z. The planner must therefore choose between the minimum level x = 0 and the

maximum level z = 2° = (y + u) /a that is reached when individual is asked to consume no
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composite good, i.e. Z = (y — ax + u) /2 = 0. Thus, because the marginal surplus increases
with net income y, the surplus is a convex function of y and there exits a net income 7 above
which the surplus is larger at x = 2° than at + = 0. Hence, the planner sets the spaceless
local public good to z* = z° if y > ¥ and to ¥ = 0 otherwise. Population density is
respectively given by n® = (y + az® —u) /0 = 2y/0 and (y — wu) /0. Since net income y falls
with distance from CBD), the planner provides lower and lower levels of local public goods to
locations farther from the center and none beyond the distance 3. Population density falls
with distance from CBD. It falls half as fast beneath 3.

Proposition 4 Under hyperbolic preferences, services offered by spaceless local public goods

fall with distance from CBD and vanish at some distance from it.

Proofs Comparative statics on population density n’: Most comparative statics are

trivial except the ones on o« and . Yet, one can show dlzgan** >0 < 14665+

(1—p5?) (y —u+ %)2 + 2 (y —u+ %) > (. Comparative statics on [ are unfortunately
inconclusive.

To compute the comparative statics on the city border b*, let us denote (??) as F' (x (b) , o, 8,7,0, Ra) =
0. Hence, db*/da = — (0F/0a) / (dF/db) has the sign of 0F/0a and the same argument
applies for other parameters. At the optimal city border, we compute 0F/da = x*V, > 0,
OF/08 = —x*V < 0, 0F /0y = —x* < 0, 0F/00 = x*0V/00 < 0, OF/0R, = —1 < 0,
OF /0w =V, >0, 0F/0r = =V, (1 —az*)dt/dr <0 and 0F/0u =1V, (1 —az*) <O0.

4.1 Urban green space prevalence and city population

More productive cities pay better wages and attract larger populations. Our theoretical
model highlights that the planner have incentives to shift green urban area farther away
from CBDs in bigger cities as residential land indeed has higher value about CBDs. The
peak of the share of green urban area also appeared to be unrelated to city productivity and
therefore city sizes. We test those properties in this section using the GMES data.

In this subsection, we empirically check whether the distance from CBD and the value
of the maximum share of green urban area in a city depends on its size or border. We take
the view that individuals have same preferences, green urban areas same structural char-

acteristics (amenity, space use and maintenance cost) and urban planners same behaviour.
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The main variation in the data therefore lies in city productivities, which result in different
population sizes or city borders. Individuals are free to move across cities but their location
choices across countries restricted because of EU language, cultural and institutional differ-
ences. Outside utility is therefore likely to be country dependent and needs to be controlled
for with country fixed effects X,.. Finally, we identify the location and value of the maxi-
mum share of green urban area with two measures: in the first, we take the annulus with
the highest share of green urban area, while in the second, we first smoothen the share of
green urban area (with the same kernel as in Table 1) before selecting the annulus with the
higher share. The second procedure eliminates the bias caused by the central annuli with
small areas. Indeed, the presence of a same-sized park is likely to raise the share of green
urban area to a higher value in an annulus with a smaller surface.

Table D1 displays the OLS regression results. Columns (1) to (4) show that the peak
shares of green urban areas lie significantly farther away from CBD in bigger cities. Results
show no qualitative difference between the green urban area measures with and without
smoothing. Taking Columns (1) and (2) as a references, every additional million of inhab-
itants moves this peak by 789 meters while the peak moves by 206 meters every times the
city border expands by a kilometer. Columns (5) to (6) show the effect of population and
city extent on the amplitude of the peak. The identification of the peak with and without
kernel smoothing matters. In column (5) there exists no significant correlation between the
peak share and population, as it is presented in the model with hyperbolic preferences. Col-
umn (6) uses smoothened values of the share of green urban area and displays a positive
and significant correlation. Accordingly, every additional million of inhabitants increases the
peak share by 1.5%. This is consistent with results from Table 2 where we computed average

peak shares of 8.8% and 18.3% for the sub-samples of small and large cities.
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Table D1: Highest share of green urban area and its location

Dependent variable:

Distance from CBD (km) Share value
1) (2 (3) 4 (5) (6) (M (8)
City Population (mil.)  0.789***  (0.993*** 0.007 0.015%**
(0.079)  (0.110) (0.006)  (0.003)
City border (km) 0.206***  0.268*** 0.001 0.003***
(0.021)  (0.022) (0.002) (0.001)
Constant 0.411 1.138* —0.183 0.099 0.247***  0.110***  0.243*** 0.100***
(0.477)  (0.669)  (0.486)  (0.627) (0.038)  (0.020)  (0.039) (0.020)
Country FE v v v v v v v v
Observations 305 305 305 305 305 305 305 305
Adjusted R? 0.340 0.337 0.339 0.439 0.083 0.202 0.081 0.199
df 277 277 277 277 277 277 277 277
F Statistic 6.81*** 6.72%** 6.77*** 9.80*** 2.02%** 3.85*** 2.00*** 3.80***

Note: Significance levels are denoted by * for p<0.1, ** for p<0.05 and *** for p<0.01. Standard errors are reported in
parentheses. The row ”df’ reports the degree of freedom. Location of the peak point is measured in kilometres. City
population is taken from EUstat databases for city and greater city areas in 2011. Column (2), (4), (6) and (8), use the

Nadaraya-Watson Gaussian Kernel to smooth variations of share of green urban areas.

Estimation of residents’ land use

From the model, we have

Assume the transport cost function takes the quadratic form 7(r) = 73 x r + 75 x r%. We

run the following regression:

1
— = Yy + V1Wic + Vorijc + 1937"1'2]-(; +Vagije + Vsl + V6 X + U7 Aijc + €ije

Sije

where ¢ is the location of the annuli within city border, j is the city and c is the country
where the city belongs to. Here, we use household income from NUTS2 regions as the proxy
for the wage level; 7. is the distance of annuli ¢ of city j to its CBD. I., X, and A;;. are the
vectors of country dummies, city geographic controls and annuli amenity controls variables
respectively. We introduce the non-linearity in transportation cost by adding the quadratic
term as explained in Cobb-Douglas preference sections.

Table D2 reports the regression results from both OLS and IV regressions with different

level of controls.
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Table D3: First stage regression and Wu-Hausman test for endogeneity

First stage regression

Dependent variable:

Share of green area in GMES 2006

M @) ) @)
Adjusted Share of green in 1990 0.802*** 0.795%** 0.793*** 0.791***
(0.027) (0.027) (0.027) (0.027)
Adjusted R? 0.759 0.782 0.784 0.785

Wu-Hausman test for endogeneity

Dependent variable: Inverse of Space

(1) (2) (3) (4)
Verror 2.103 —0.584 —0.554 —0.500
(1.915) (0.840) (0.779) (0.720)
Country FE No Yes Yes Yes
City Geographical Controls No No Yes Yes
Annuli Amenity Controls No No No Yes
Sample All All All All
Observations 10,853 10,853 10,853 10,853

Note: We using the following procedure to test for endogeneity. First Stage: gijec = agcorineso +9'Z + vije;
Second Stage: ﬁ =97 + 94Gijc + FerrVijc + €ijewhere Z is the vector ( 1 w dist I X Ajje )
and ?;;. is the residuals from first stage regression. Significance levels are denoted by * for p<0.1, ** for
p<0.05 and *** for p<0.01. The row ”df” reports the degree of freedom. For city control, we take into account
the elevation, average rain fall, average temperature in Jan 01 and average temperature in July 01 for period
1995-2010. The observations are all annulus from all cities covered by both GMES and Corine Land Cover
1990. Other variables are those from original regression (GDP per capita at purchasing power standard and
distance to CBD). Regression (1) to (4) are corresponding to IV regression (5) to (8) in Table 5 in the main

text respectively.

Table D4: Recovered model parameters é, B , 71 and 7o
(1) (2) (3) 4) (6 (6) (7) (8)
0.147  0.129 0.122 0.128 0.152 0.130 0.122 0.129
1.231 2.824 3.228 3.302 1.070 2549 2.913 2.967
1 0.060 0.221 0.216 0.120 0.065 0.221 0.216 0.119
7o 0.041 -0.082 -0.076 -0.033 0.038 -0.082 -0.077 -0.033

=

>

Note: The parameters are calculated based on the coefficients from the regression

(1) to (8) in Table D2 above, respectively.
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Counterfactual Analysis

We have following function for residential space s, composite good 2z and the residential land

rent R.

~

0
§(w,r,g,uc,€) - A 9 9 3
w—7(r) + % — Ue + V6 Xje + V6 Aije + €ije
w=7(r) = §+ue - 6 Xje = D6 Aye — e
2w, r, g, e, €) = 2

Rw,r, g e, €) = w — %(Ar) — z(w, 1, g, U, €)
S(w,r, g, Ue, €)

In this section, we investigate the change in city structure and land rent when we can-
cel 50% of green urban space within city boundary. We first keep the heterogeneity inside
city with current level of urban green space as baseline model 8 = §(w,r, g, ue,¢€), 2° =
Z(w,r, g,u., €) and RO = }?(w, T, g, U, €). In the first counterfactual model, we keep hetero-
geneity while green space are reduced to ¢’ = 0.5 x g and left with no use §' = §(w,r, ¢', u., €),
20 = 2(w,r, ¢, ue,€) and R' = R(w,r, ¢, ue,€). The use of space should increase §' > §°
while the total available space is constant given that green space is left with no use. So,
there should be fewer residents. It must be noted that this counterfactual exercise is also the
open city outcome where migrants move in the city and reside on the former green space so
that utility u. is maintained to the same level. Under this assumption, each annulus space

used from residence increases from (1 — gje) Cije t0 (1 — gi;.) £ije and the number of residents

from s?lj (1 — gijc) lije to é&jc Then, the new population of the city is higher than those
in baseline model if and only if ch ) (1 — gije) lije < Z”C i (1 — Glie) lije-

In a closed city where the populatlz)n is exogenous, when We erase the green urban space,
the city will reach to a new level of utility level. We denoted this new utility equilibrium
as ujz-c. We have §?jc = §(ch,rijc,ggjc,u?c,eijc), ifjc = é(ch,rijc,gl'-jc,u?c,eijc), and R;jCQ =
é(ch, Tijer Gijes u?c, €ijc) while the city equilibrium wage satisfies each city’s population con-

straint. In case of conversion of green space to residential purpose, we have ), 8%(1 —

ijc
gijc)gijc = Zz 3 ( 2 )(1 gz]c)é’tjc = ujc - UC+0 (Zz 311 ( géj(;)&'jc - Zz SOL(l - gijc)gijc>7
and in case of no conversion, we get . (1 — gy )lije = Y_; ﬁ(l gm)&]C — u2/ =
ijc

ije\Vje
ue + 0 <Z s (1 Gije)lije — D #(1 gwc)ﬁijc) Here, the change in utility is important

for welfare analy31s, but it is difficult to interpret quantitatively. Therefore, we could also
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compute the compensated wage level wf-c in closed city in order to keep the same level of
utility when we cancel all green urban space. Using similar method, we have the new level
of compensated wage w?-c are as follows.

(1) in case of conversion of green space to residential purpose

R 1 1
wjz'c = Wje — 0 (Z ST(]' - g;jc)gijc - Z 8T<1 - gijc)gijc)

i 1)C i 1jc

(2) in case of no conversion

/ - 1 1
wJQ'C = wjc — 0 (Z ST(l - gijc)lijc - Z ST<1 - gijc)lijC)

; Cijc i e
The analysis for counterfactual situation without heterogeneity are calculate similarly as
above section except now the heterogeneity across location of the city is set to 0 (€. = 0).

The results are reported in Table D5.
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Figure 6: Change in land value within city when cancelling half of urban green spaces
(Hyperbolic preference)
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Figure 7: Change in wage compensation within city when cancelling half of urban green
spaces (Hyperbolic preference)
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